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`El mundo era tan reciente, que muchas cosas carecían de nombre, y

para mencionarlas había que señalarlas con el dedo.'

G. García Márquez, Cien Años de Soledad

`And it is said that the naming of the world was the �rst act of dominion.'

J.R.R. Tolkien, The Silmarillion
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Abstract

English

This thesis is devoted to the theoretical study of light matter interactions

in the context of nanophotonics, showcasing their multiple manifesta-

tions. In particular we show, that by modifying the structure of these

interactions, and under certain conditions, either light or matter com-

ponents of a coupled light-matter system can act as mediators, giving

rise to e�ective interactions that can dramatically modify the dominant

phenomenology of a given system.

The document begins with a broad introductory chapter, providing

the necessary conceptual background, followed by three self-contained

chapters. Each chapter employs complementary classical and quantum

approaches to study light matter interactions in di�erent settings.

In Chapter 2, we investigate matter-mediated photon-photon inter-

actions arising from the non-linear optical response of an oil due to a

thermo-optical e�ect. By embedding a di�ractive system in this oil,

we predict spontaneous symmetry-breaking, instantaneous momentum

conservation violations, and dynamical phases in this driven-dissipative

periodic system. These predictions are veri�ed experimentally through

collaboration, thus demonstrating the abrupt crossover between the realm

of linear optics and conservation laws, and non-linear behaviour.

Chapter 3 focuses on light-matter interactions, with a focus on both

weak and strong coupling regimes. We achieve �uorescence enhance-

ment in hybrid metallo-dielectric cavities, which are modelled via semi-

analytical approach, and obtain signi�cant enhancement of the �uores-

cence signal by tuning the geometrical parameters of our cavities through

numerical optimization techniques. Additionally, we demonstrate a novel

method for electroluminescence-driven probing of strong coupling in

plasmonic nanogaps, which we describe through a combination of numer-

ical simulations and analytical modelling. Measurements obtained from

the experimental implementation of this proof of concept, developed in
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collaboration with our theoretical e�orts, are well reproduced by our

theoretical description.

Finally, in Chapter 4 we examine photon-mediated matter-matter in-

teractions, speci�cally, free electron interactions with quantum targets.

To this end, we develop a Hamiltonian framework based on macroscopic

QED to describe how free electrons may be used to probe and manip-

ulate quantum coherence. We �rst exploit our description to analyse

the interaction of a free electron with an isolated quantum emitter, and

demonstrate quantum state preparation and state tomography proto-

cols which chie�y depend on the quantum coherence of the free electron.

We also study the interaction of a free electron with a polaritonic tar-

get, composed of a strongly-coupled light-matter system. We �nd that

due to quantum interference, modulated electrons are able to address

target-speci�c energy transitions, in contrast to the broadband nature

of traditional free electron excitation.

This work advances our understanding of light-matter interactions

across a range of regimes, providing both theoretical insights and ac-

companying external experimental con�rmations. A signi�cant part of

our research centres on developing new frameworks for describing and

analysing these interactions, including a macroscopic QED-based ap-

proach for describing light-mediated matter-matter interactions, a novel

application of linear stability analysis to spatially extended non-linear

optical systems, and comprehensive numerical modelling applied across

diverse scenarios. By bridging theoretical predictions with experimental

validations, this thesis contributes to the advancement of methodologies

for controlling and manipulating quantum and classical systems, with

potential applications in quantum technologies and nanophotonics.

keywords: Nanophotonics, plasmonics, light-matter interaction, spon-

taneous symmetry breaking, �uorescence reshaping, strong coupling, po-

laritons, free-electrons, modulated electrons.
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Castellano

Esta tesis está dedicada al estudio teórico de las interacciones luz-materia

en el contexto de la nanofotónica, explorando sus múltiples manifesta-

ciones. En particular, mostramos que al modi�car la estructura de es-

tas interacciones, y bajo ciertas condiciones, los componentes de luz o

materia de un sistema acoplado luz-materia pueden actuar como me-

diadores, dando lugar a interacciones efectivas que pueden modi�car

drásticamente la fenomenología dominante de un sistema dado.

El documento comienza con un amplio capítulo introductorio, que

sienta las bases conceptuales necesarias para el resto de la tesis, seguido

de tres capítulos independientes y autocontenidos. En cada capítulo em-

pleamos descripciones complementarias, tanto clásicas como cuánticas,

para estudiar las interacciones luz-materia en los diferentes escenarios.

En el Capítulo 2, investigamos interacciones fotón-fotón mediadas

por la materia que surgen de la respuesta óptica no lineal de un aceite

debido a un efecto termoóptico. Al incorporar un sistema difractivo

en este aceite, predecimos ruptura espontánea de simetría, violaciones

instantáneas de la conservación del momento lateral y fases dinámicas en

este sistema periódico disipativo bajo bombeo. Estas predicciones son

veri�cadas experimentalmente con colaboración experimental. De este

modo, demostramos la transición abrupta entre el ámbito de la óptica

lineal y las leyes de conservación, y los comportamientos no lineales.

El Capítulo 3 se centra en las interacciones luz-materia, abarcando

tanto los regímenes de acoplamiento débil como fuerte. Logramos una

mejora en la �uorescencia en cavidades híbridas metalo-dieléctricas, que

son modeladas mediante un enfoque semianalítico, y obtenemos una me-

jora signi�cativa en la señal de �uorescencia ajustando los parámetros

geométricos de nuestras cavidades mediante técnicas de optimización

numérica. Además, demostramos un método novedoso para explorar el

acoplamiento fuerte en huecos plasmónicos nanométricos utilizando elec-

troluminiscencia, que describimos mediante una combinación de simu-

laciones numéricas y modelado analítico. Nuestra descripción teórica

reproduce con precisión las medidas obtenidas en la implementación ex-

perimental de esta prueba de concepto, desarrollada en colaboración con
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nuestros esfuerzos teóricos.

Finalmente, en el Capítulo 4 examinamos interacciones materia-

materia mediadas por fotones, especí�camente, interacciones de elec-

trones libres con objetivos cuánticos. Para ello, desarrollamos un marco

hamiltoniano basado en la electro-dinámica cuántica macroscópica para

describir cómo los electrones libres pueden usarse para sondear y ma-

nipular la coherencia cuántica. Primero, aprovechamos nuestra descrip-

ción para analizar la interacción de un electrón libre con un emisor

cuántico aislado, y demostramos protocolos de preparación de estados

cuánticos y tomografía de estados que dependen fundamentalmente de

la coherencia cuántica del electrón libre. También estudiamos la in-

teracción de un electrón libre con un objetivo polaritónico, compuesto

por un sistema de luz-materia fuertemente acoplado. Encontramos que,

debido a la interferencia cuántica, los electrones modulados son capaces

de bombear transiciones energéticas especí�cas del objetivo, en contraste

con la naturaleza de la excitación de banda ancha tradicionalmente aso-

ciada a los electrones libres.

El presente trabajo amplía nuestra comprensión de las interacciones

luz-materia en una variedad de regímenes, proporcionando tanto pers-

pectivas teóricas como con�rmaciones experimentales externas. Una

parte signi�cativa de nuestra investigación se centra en el desarrollo

de nuevos marcos para describir y analizar estas interacciones, inclu-

yendo un enfoque basado en la electrodinámica cuántica macroscópica

para describir interacciones materia-materia mediadas por luz, una apli-

cación novedosa del análisis de estabilidad lineal a sistemas ópticos no

lineales espacialmente extendidos, y amplio uso del modelado numérico

aplicado a diversos escenarios. Al conectar predicciones teóricas con

validaciones experimentales, esta tesis contribuye al avance de meto-

dologías para controlar y manipular sistemas cuánticos y clásicos, con

aplicaciones potenciales en tecnologías cuánticas y nanofotónica.

Palabras clave: Nanofotónica, plasmonica, interacción luz-materia,

ruptura espontánea de simetría, modulación de �uorescencia, acoplo

fuerte, polaritones, electrones libres, electrones modulados.
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Chapter 1

Introduction

The present thesis is devoted to the study of interactions in the context

of nanophotonics, and, in particular, we show that light-matter inter-

actions can lead to radically di�erent phenomenology depending on the

structure of the coupling between the di�erent entities. Speci�cally, we

will explore the situation in which light and matter interact resonantly,

and o�-resonance. The former case leads to light and matter excita-

tions being dressed by each other in the weak coupling regime, and to

the formation of hybrid light-matter states known as polaritons in the

strong coupling limit. In the latter case of non-resonant interaction, one

�nds that either light or matter components may play the role of a me-

diator in an e�ective interaction, leading to e�ects of matter-mediated

photon-photon interactions, or photon-mediated matter-matter interac-

tion.

Throughout this thesis, we will study these di�erent interactions

through both classical and quantum formalisms. In order to cover this

breadth of topics, in this chapter we provide a general didactic intro-

duction to the relevant theoretical aspects of classical electromagnetism

and quantum theory needed to understand the content of the di�erent

chapters, and point towards more advanced references when necessary.

While introducing these concepts, we also provide a brief summary of

the historical landmarks of how the di�erent ideas under consideration

came to be. We remark that the introduction given here is of gen-

eral character, and that each of the following chapters of this thesis is

preceded by an introduction speci�c to the topic under consideration.

Therefore, although we invite the reader to go through the complete

introductory chapter, we now indicate the key concepts treated in the
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following sections so that readers familiar with them may skip them:

Section 1.1: concepts in classical electromagnetism

⇒ Sec.1.1.1. Electromagnetic waves in vacuum, Dyadic Green's Func-

tion, and linearity of Maxwell's equations in vacuum.

⇒ Sec.1.1.2. Macroscopic Maxwell's equations, constitutive relations

and nonlinear expansion of the polarization vector. Power radiated

by classical dipole in presence of macroscopic media.

⇒ Sec.1.1.3. Classical description of the electromagnetic response:

Drude-Lorentz oscillator model, causality and Kramers-Krönig re-

lations.

Section 1.2: light and matter in the quantum regime

⇒ Sec.1.2.1. Light quantization in nanophotonics. Photons as eigen-

modes of a harmonic oscillator.

⇒ Sec.1.2.2. Matter quantization: Hamiltonian of idealized two-level

quantum emitters, and associated ladder operators.

⇒ Sec.1.2.3. Light-matter interaction in the quantum regime: Quantum

electrodynamics formulation of spontaneous decay of a dipolar

quantum emittter, Purcell e�ect and its connection with classical

formulation. Jaynes-Cummings Hamiltonian, and parametrization

of the coupling strength through Fermi's Golden Rule.

⇒ Sec.1.2.4. Interaction regimes in light-matter coupled systems:

Jaynes Cummings Hamiltonian in the single optical mode approx-

imation, master equation formalism for open quantum systems,

and equivalent non-hermitian Hamiltonian in the weak excitation

regime. Polariton formation, associated eigenenergies and Hop-

�eld coe�cients. Purcell e�ect from the weak coupling limit of

polariton energies. Polariton dispersion in the strong-coupling re-

gime.

Section 1.3: plasmonics and nanophotonics

⇒ Di�raction limit and the problem of con�ning light at the nano-

scale. Charge oscillations in metals and sub-wavelength con�ne-

ment. Some current directions in the �eld of nanophotonics.

Section 1.4: summary of contents

⇒ Brief description of the main topics treated in the di�erent chapters
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of this thesis, together with the main results achieved, and refer-

ences to the corresponding publications.

1.1 Light and matter in the classical regime

1.1.1 Electromagnetic waves in vacuum

Much of the understanding of the behaviour of light stems from its clas-

sical description in terms of �elds. The equations that govern how these

�elds evolve in space-time and are created by sources are the Maxwell's

Equations (ME) [1, 2], which in vacuum are given by

∇ ·E(r, t) =
ρ(r, t)

ϵ0
, (1.1a)

∇ ·B(r, t) = 0, (1.1b)

∇×E(r, t) = −∂B(r, t)

∂t
, (1.1c)

∇×B(r, t) = µ0J(r, t) + µ0ϵ0
∂E(r, t)

∂t
. (1.1d)

These equations describe the spatio-temporal evolution of the vector

�elds E(r, t) and B(r, t) (respectively the electric �eld and magnetic

induction), and how these are created by the matter sources J(r, t) and

ρ(r, t), which represent the current density and charge density respect-

ively, and the parameters µ0 and ϵ0 denote the vacuum susceptibility and

permittivity, respectively. These vectorial equations implicitly contain

the continuity equation for charge conservation ∇·J(r, t)+∂tρ(r, t) = 0.

This set of equations is linear and as such, general solutions can be con-

structed as linear combinations of other solutions. This linearity re�ects

the fact that photons are in general non-interacting in vacuum1. In the
1This is the case for �eld intensities below the Schwinger limit at Ec ≈ 1018 V/m

[3], above which electron-positron pair production is possible, which in turn gives rise
to a non-zero photon-photon coupling. This is an active area of research and to this
date no direct evidence of strong �eld vacuum polarization has been found. So for
our purposes we are clearly �ne by assuming linearity of �elds in vacuum. However,
as we will show later on, including matter into the picture lowers the requirement for
the appearance of non-linear behaviour in the �elds.
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absence of free charges and currents, the above equations can be manip-

ulated to show that the electric �eld (and magnetic induction) propag-

ates through free space in the form of waves. Such wave equation, for

harmonic �elds (E(r, t) = E(r, ω)e−iωt), is simply given by

∇2E(r, ω) +
(ω
c

)2
E(r, ω) = 0, (1.2)

where the solution is waves that propagate through space at the speed of

light, c ≡ 1/
√
ϵ0µ0, which naturally emerges from Maxwell's equations.

More generally, the wave equation for the electric and magnetic �elds

with sources, assuming harmonic time dependence read

∇×∇×E(r, ω)−
(ω
c

)2
E(r, ω) = iωµ0J(r, ω), (1.3)

∇×∇×B(r, ω)−
(ω
c

)2
B(r, ω) = µ0∇× J(r, ω). (1.4)

These inhomogeneous equations are notably harder to solve for gen-

eral current distributions. However, one can make use of the Green's

Function formalism and solve a simpler accessory problem. The current

inhomogeneous wave equation can be understood as a linear di�erential

operator acting on the electric �eld as LE(r, ω) = J(r, ω). Instead of

tackling the problem generally, we can seek the solution to the simpler

di�erential problem: LGi(r, r
′
, ω) = δ(r − r

′
)ûi, where Gi is then the

electric �eld solution for a punctual current inhomogeneity located at r′,

and directed in the ûi direction. By obtaining this solution for ûi in all

three Cartesian components, the electric �eld and magnetic induction

can be obtained from these solutions for an arbitrary current density as

E(r, ω) =E0(r, ω) + iωµ0

∫
V
drG(r, r

′
, ω) · J(r′

, ω), (1.5)

B(r, ω) =B0(r, ω) + µ0

∫
V
drG(r, r

′
, ω) ·

(
∇× J(r

′
, ω)
)
. (1.6)

Where the zero subscript denotes the homogeneous solution in the ab-

sence of sources, G is the electromagnetic Dyadic Green's Function con-

structed from the Gi vectors, and the volume integration is performed

over the spatial extent of the �eld sources. Note again that linearity
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of Maxwell's equations is what enables the use of the Green's Function

formalism.

1.1.2 Electromagnetic waves in presence of macroscopic

media

If �eld sources are placed near (or inside) macroscopic media, Max-

well's equations need to be supplemented. Particularly, the presence

of external sources, such as an external charge or current density, will

result in the media accumulating its own induced charges and currents

as a response to the external �elds. As such, the total current and

charge densities in the system can be split into two contributions as

ρ(r, t) = ρext(r, t) + ρind(r, t) and J(r, t) = Jext(r, t) + Jind(r, t). This

material response can be described by de�ning the polarization P (r, t)

and magnetization M(r, t) density vectors. Then, the induced charge

and currents can be written in terms of these as ρind(r, t) = −∇·P (r, t)

and Jind(r, t) = ∂tP (r, t)+∇×M(r, t) [4, 5]. Introducing these de�ni-

tions into the vacuum Maxwell's equations in Eqs. (1.1) and rearranging

produces the macroscopic Maxwell's equations:

∇ ·D(r, t) = ρext(r, t), (1.7a)

∇ ·B(r, t) = 0, (1.7b)

∇×E(r, t) = −∂B(r, t)

∂t
, (1.7c)

∇×H(r, t) = Jext(r, t) +
∂D(r, t)

∂t
, (1.7d)

where the newly introduced displacement �eld D(r, t) = ϵ0E(r, t) +

P (r, t), and magnetic �eld H(r, t) = 1
µ0
B(r, t) − M(r, t) absorb the

material response. To complete the material description, one still needs

to link the polarization and magnetization currents to �eld intensities.

Throughout this thesis, we will focus on non-magnetic media, meaning

M(r, t) = 0. On the other hand, the polarization can be expressed as

a power series in terms of the incident electric �eld. In a medium with
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zero-response time2 this expansion is given by [6]

P (r, t) = ϵ0

[
χ(1)E(r, t) + χ(2)E(r, t)2 + χ(3)E(r, t)3 + . . .

]
, (1.8)

where the coe�cients χ(i) are the material's susceptibilities at di�erent

orders. The �rst term in the expansion, χ(1), is known as the linear sus-

ceptibility and it describes the material response independent of �eld in-

tensities, preserving the linearity of Maxwell's equations in vacuum. On

the other hand, the inclusion of higher order terms introduces a depend-

ence of the material properties on �eld amplitudes, which in time acts

back on the �elds, therefore, this non-linear response leads light to inter-

act with itself through the material's response. Note that the expansion

in Eq. (1.8) is independent of the origin of the non-linear mechanism, and

therefore the �eld intensities at which such non-linearities become relev-

ant depend very much on the mechanism involved. For instance, when

looking at non-linear response stemming from bound electrons in atoms,

one would expect that that these will become dominant when the ex-

ternal �elds are of the order of the characteristic atomic �eld strength,

given by Eat = e/(4πϵ0a
2
0), with −e being the electron's charge and

a0 = 4πϵ0ℏ2/me2 is the Bohr radius. In this expression we also �nd the

normalized Planck's constant (h/2π) and the electron's mass (m). At

these applied �eld strengths, the electrons will wander o� the parabolic

minima of the e�ective atomic potential, giving rise to an anharmonic

response. One can evaluate this �eld amplitude to be of the order of

Eat ≈ 5 × 1011 V/m 3. These �eld intensities have been attainable

with lasers since the advent of chirped pulse ampli�cation techniques

developed in 1980s [7], which opened the door to the development of the

very rich �eld of non-linear optics. Of course this is by no means the only

source of non-linear behaviour. For instance, this phenomenology can

also arise from hot electron formation in epsilon-near zero materials [8,

2From arguments of causality, such medium would have to be lossless and
dispersion-less.

3Note how, from this back of the envelope calculation, one can see that by inclusion
of matter into the system, the �eld intensities required to observe photon-photon
interactions are reduced by 7 orders of magnitude compared to the required intensities
given by the Schwinger limit mentioned in footnote 1.
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9], or from thermo-optical e�ects [10, 11], which can become relevant at

even lower input power densities, as we shall show on Chapter 2 .

For the majority of the present thesis, however, restricting ourselves

to the linear response regime will su�ce to accurately describe the dif-

ferent setups under study. In this situation, the most general form of

the displacement �eld, assuming local behaviour and isotropic media, is

given by

D(r, t) = ϵ0

∫
dt′ϵ(r, t− t′)E(r, t′). (1.9)

This expression indicates that the displacement �eld at a given time is

in�uenced by the electric �eld at all previous times, as required by caus-

ality4, and weighted by the convolution with the relative permittivity

of the material, ϵ(r, t). From the linearity of these equations, one can

perform a spectral decomposition of the di�erent �elds by performing a

Fourier transform as

F (r, t) =

∫
dωF (r, ω)e−iωt, (1.10)

which in time allows to greatly simplify the constitutive relationships

through the use of the convolution theorem. In the case of non-magnetic

media, this yields

D(r, ω) =ϵ0ϵ(r, ω)E(r, ω), (1.11a)

H(r, ω) =
1

µ0
B(r, ω). (1.11b)

These constituent relations then lead to a modi�ed wave equation for

the electric �eld in presence of macroscopic, isotropic, electric, media as

∇×∇×E(r, ω)−
(ω
c

)2
ϵ(r, ω)E(r, ω) = iωµ0Jext(r, ω). (1.12)

This wave equation is similar to the one in vacuum, shown in Eq. (1.3),

with the crucial di�erence that the response of the macroscopic me-

dia is encoded through the presence of the relative permittivity ϵ(r, ω).

4We will explore the consequences of causality when studying the theoretical de-
scription of the optical properties of materials, in section 1.1.3.
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Note that the permittivity is space-dependent to account for di�erent

homogeneous materials or even systems in which the refractive index

smoothly changes in space. In absence of sources, and for a homogen-

eous medium, the above wave equation accepts plane waves as solu-

tions E(r, ω) ∝ eik·r, where the wavevector, k, encodes the propaga-

tion direction of the wave and the associated wavelength. In particular

k ≡ |k| =
√
ϵk0, with k0 = ω/c being the vacuum wavevector. This ex-

pression motivates the de�nition of the refractive index n =
√
ϵ, which

can be related to the propagation speed of light in a homogeneous me-

dium as v = c/n.

In the same spirit as before, we can seek a solution to this inhomo-

geneous equation by obtaining the Dyadic Green's Function. The total

solution to the inhomogeneous wave equation is given by

E(r, ω) =E0(r, ω) + iωµ0

∫
V
drG(r, r

′
, ω) · Jext(r

′
, ω), (1.13)

which looks virtually identical to Eq. (1.5) with the current density sub-

stituted by the external current. However, now the Dyadic Green's Func-

tion is the solution to the modi�ed di�erential problem: LGi(r, r
′
, ω) =

δ(r−r
′
)ûi with L =

[
∇×∇×−

(
ω
c

)2
ϵ(r, ω)

]
. By solving for the di�er-

ent components of the dyadic, one is capable of calculating how arbitrary

currents produce �elds in presence of macroscopic media.

One of the most relevant application of the Green's Function form-

alism is �nding the �elds produced by an electric point dipole. It can

be shown that an ideal point dipole has an associated current density

given by J(r, ω) = −iωµδ(r − r0), with µ being the dipole moment.

Using the expression above for the �eld created by an arbitrary current

one sees that the �eld created by an ideal point dipole is given by [12]

E(r, ω) = µ0ω
2G(r, r0, ω) · µ. (1.14)

From Poynting's theorem, in a lossless medium, the total power radiated

by a given current distribution is equal to the power it dissipates [12],
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which in the case of the point-like dipole under discussion is given by

P = −1

2

∫
V
dr′Re

[
J∗(r′, ω) ·E(r, ω)

]
=
µ0ω

3

2
Im [µ∗ ·G(r0, r0, ω) · µ] . (1.15)

This is one of the most important results in this section as we shall see

later. To gain some insight into why this might be the case, consider

the following situation. For an electric dipole in vacuum, we denote

the associated Dyadic Green's Function by G0, and the total power

radiated by the dipole will be P0 = µ0|µ|2ω4/(12πc) [12]. If we now

consider the situation in which the dipole is in presence of some material

structure, one can choose to split the total Green's Dyadic into two

parts: one corresponding to the case in absence of macroscopic media,

i.e., in vacuum, G0, and other that contains the �elds that the di�erent

material structures scatter, Gs, as G = G0 +Gs, which allows to write

the total radiated power by the dipole as

P

P0
=

6πc

ω
Im
[
û∗µ ·G(r0, r0, ω) · ûµ

]
(1.16)

= 1 +
6πc

ω
Im
[
û∗µ ·Gs(r0, r0, ω) · ûµ

]
. (1.17)

Thus, the total power radiated by a point dipole depends on how the

�elds are scattered back from the surrounding material structures, and

consequently, the radiative properties of the point dipole can be engin-

eered through appropriate material patterning.

1.1.3 Classical description of the electromagnetic response

Until now, we have shown that Maxwell's equations allow to study how

the �elds respond to the presence of matter characterized by some per-

mittivity ϵ(r, ω). In this way, matter is treated as a continuum over

which the �elds propagate. By experimentally measuring the optical

properties of materials, one can make accurate theoretical predictions

about the behaviour of �elds. However, we still have not provided a

microscopic view of the processes that lead materials to have di�erent
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optical responses. Throughout this section, we take a brief look at the

most common descriptions of optical matter response in classical elec-

tromagnetism, which we will employ throughout this thesis and can be

used as a basis to understand how di�erent material families inherit their

properties.

Note that the framework introduced in this section describes how

�elds are created and respond to the properties of macroscopic media.

However, it does not describe how these �elds act back on matter. The

necessary theory to supplement Maxwell's equations would come from

Hendrik A. Lorentz in 1895 [13], when he described the force that a

given charge and current distribution experience under the in�uence of

an electric and magnetic �eld, i.e., the Lorentz force. This theory came

nearly 30 years5 after the original Maxwell publication in 1865 [1]. After

Thomson's discovery of the electron in 1987 [15], in 1909, Lorentz [16]

provided one of the �rst e�orts at linking a microscopic view of a material

to its macroscopic optical response. He proposed a simple oscillator

model with a characteristic resonant frequency, suggesting that, under

the in�uence of a harmonic electric �eld, an electron bound by some

potential will have an equation of motion given by

ẍ(t) + γẋ(t) + ω2
0x(t) =

eEe−iωt

m
, (1.18)

where ω0 represents the resonant frequency of the bound electron,γ rep-

resents an e�ective damping (which may come from a wide variety of

microscopic processes), E is the incident electric �eld amplitude6, and

e and m are respectively the electron charge and mass. Assuming that

the movement of the electron is also harmonic x(t) = x(ω) exp{−iωt},
5A very interesting perspective of why Maxwell's equations took so long to gain

traction in the scienti�c community is given by Dyson in Ref. [14].
6Note that when deriving optical response of materials from microscopic models,

one usually di�erentiates the externally applied electric �eld, and the local �eld that
is felt by the microscopic sub-system. These two are in general not the same due to
the in�uence of matter surrounding the microscopic region of interest, thus modifying
the externally applied �eld. See [5] for instance.
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then the displacement can be obtained to be

x(ω) =
eE
m

ω2
0 − ω2 − iωγ

. (1.19)

For a material containing N of such bound electrons per unit volume,

then the total polarization will be given by P (ω) = Nex(ω), which

allows to extract the relative permittivity of such material to be

ϵ(ω) = 1 +
ω2
p

ω2
0 − ω2 − iωγ

, (1.20)

where we have de�ned the plasma frequency as ωp =
√

Ne2

mϵ0
. This is

known as the Lorentz oscillator model and it is very successful at mod-

elling the optical response of materials in which interband transitions

are relevant. This simple model also serves to illustrate a general prop-

erty that material description must ful�l: causality [17]. Particularly,

by looking at Eq. (1.9), causality requires that the displacement vector

at a given time is only in�uenced by the electric �eld at previous times.

This is equivalent to requiring that if the electric �eld impinges on the

material at t = 0, then ϵ(t) is 0 for t < 0. From the expression above,

we have

ϵ(t) =

∫ ∞

−∞
dω

[
1−

ω2
p

ω2 − ω2
0 + iγω

]
e−iωt (1.21)

= 2πδ(t)−
∫ ∞

−∞
dω

ω2
p

(ω − ω+)(ω − ω−)
e−iωt. (1.22)

The delta above stems from the zero response time of vacuum, and

the poles in the denominator are given by ω± = −iγ2 ±
√
ω2
0 −

(γ
2

)2.
The second integral can be evaluated by using the residue theorem. In

order to obtain regularized behaviour at |ω| → ∞ the factor e−iωt must

vanish. Therefore for t < 0 the integral has to be performed in the upper

complex half plane (Im(ω) > 0), while for t > 0 the integral is performed

in the lower half plane (Im(ω) < 0). Since the poles of the integrand

always lie in the lower half plane (for ω0 ̸= 0 and γ > 0), then one has

that ϵ(t) = 0 for t < 0, granting causality. More generally, the causality
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argument allows to extract general features of material responses. Over

the next few lines we follow Ref. [18]. Suppose that now we focus on

the polarization vector, which we write in terms of a response function,

χ, as P (t) = ϵ0
∫
dt′χ(t − t′)E(t′). From causality arguments, we have

shown that χ(t < 0) = 0, which means we can express this response

function as the product of a Heaviside function, θ(t), and some other

arbitrary function, Y (t). Since the Heaviside function imposes causality,

we are free to choose the function Y (t) for t < 0. By using the Fourier

transform of the Heaviside function [19], and the convolution theorem,

one �nds that

χ(ω) =
i

2π
P
∫
dω′ Y (ω′)

ω − ω′ +
Y (ω)

2
. (1.23)

Where P stands for the Cauchy principal value. Now we can exploit the

freedom to choose Y (t) for t < 0. If we assume that Y is even, then

its Fourier transform is a purely real function, which from above then

implies: Y (ω) = 2Re(χ(ω)). On the other hand, if Y is odd, then its

Fourier transform is purely imaginary function, and therefore we have

Y (ω) = 2iIm(χ(ω)). Putting these expressions back into the equation

above we obtain

Re[χ(ω)] =
1

π
P
∫
dω′ Im[χ(ω′)]

ω′ − ω
, (1.24)

Im[χ(ω)] = − 1

π
P
∫
dω′Re[χ(ω

′)]

ω′ − ω
. (1.25)

These are known as the Kramers-Krönig relations, and they establish the

relationship between the real and the imaginary part of a material's op-

tical response. Note that since ϵ(ω) = 1+χ(ω), and the imaginary part

of the permittivity is associated with optical absorption, these relation-

ships establish that dispersion, i.e., the fact that a material's response

is frequency-dependent, is inextricably linked to optical absorption.

Besides the aforementioned Lorentz model, which is useful for de-

scribing the response of materials presenting inter-band transitions, other

widely used model is known as the Drude model. This model is useful

for describing materials whose response is characterized by intraband

transitions, such as conduction electrons in metals. As such, metals are
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widely described with this model. One can actually obtain the Drude

result from the Lorentz expression in Eq. (1.20) by simply setting ω0 = 0,

i.e., by considering a non-bound electron. The Drude permittivity reads:

ϵ(ω) = 1−
ω2
p

ω(ω + iγ)
. (1.26)

Generally speaking, materials will have several interband transitions and

also some remanent response in the limit of ω → ∞, therefore, it is

common to write a generalized Lorentz-Drude model as a sum of these

di�erent contributions as [5]

ϵ(ω) = ϵ∞ +
∑
i

ω2
pi

ω2
0i − ω2 − iωγi

, (1.27)

which then can be �tted to experimental measurements of the mater-

ial's optical properties. Note that these two schemes presented here are

but the tip of the iceberg, and that the uni�cation of microscopic and

macroscopic electromagnetism is an immense and rich topic on its own.

We refer the reader to [17, 20] for a more complete read on the di�er-

ent models of the optical properties of di�erent families of materials. It

is also interesting to note that all these material descriptions hinge on

a coarse-graining procedure, in which some internal degrees of freedom

at the microscopic level are replaced by some macroscopic collective re-

sponse. These strategies also become relevant in the so-called e�ective

medium approximations, in which the properties of composite materi-

als are modelled through the mixture of the macroscopic constituents'

properties. These ideas and conceptual understanding of an e�ective me-

dium as something that can be internally structured is what led to the

birth of the fascinating �eld of metamaterials [21�23], which introduced

unprecedented �exibility in the e�ective properties of material.

1.2 Light and matter in the quantum regime

Once the classical description of light and matter has been introduced,

in this section, we will focus on how light and matter are described
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within a quantum-mechanical framework, and also give a brief historical

rendition of the birth of these ideas.

1.2.1 Quantum light

It is a widespread belief that scientist at the end of the 19th century

were certain about their understanding of the natural world, and that

the physical sciences were therefore considered an almost closed topic.

In fact, there is a famous quote, attributed to Lord Kelvin that reads:

There is nothing new to be discovered in physics now. All

that remains is more and more precise measurement.

However, there is no actual record of him ever saying this7. Furthermore,

Lord Kelvin was well aware that there were some problems that simply

could not be explained from the existing theories at the time. This can

be seen from one lecture he delivered in 1900, later published in 1901

[24] in which he talks about two problems in particular. The �rst one

was the results of the Michelson-Morley experiment, which attempted to

measure the relative motion of earth to ether by measuring the speed of

light. The second problem was that the predictions for heat capacities of

materials obtained from the kinetic theories of gases were signi�cantly

larger than the experimental measurements made at low temperature.

These, together with the puzzling results of the photo-electric e�ect and

black-body radiation shows that 19th century physicists were all but

content with the state of physics at the time. Lord Kelvin in particular

proved to have tremendous foresight, since these problems would only

be solved after the advent of special relativity, and quantum mechanics

respectively. The �rst hint of the need of quantizing light comes at

the beginning of the 20th century from Planck's success at reproducing

the experimentally measured black-body radiation spectrum. Planck's

ansatz was that optical modes of frequency ν had an associated energy

hν (from then on, h is the Planck's constant), and that only whole

numbers of excitations of this energy could be accommodated in the

system. This allowed him to circumvent the equipartition theorem of the
7Apparently, this quote is suspected to be a paraphrase of something that Albert

Michelson said.
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kinetic theory of gases and use the machinery from statistical physics to

successfully reproduce the blackbody spectrum. These quanta of light

could also be used to explain the photo-electric e�ect, and thus the

evidences of the quantum nature of light sparked the birth of quantum

physics.

Nowadays, we employ the term photon to refer to the quantum units

of light, i.e., to the quantum excitations of the electromagnetic �eld.

Usually, photons are associated with the corpuscular picture of light and

therefore thought about as the "particles" of light, which has led some

authors to develop strong feelings about the use of the term [25]8. This is

so because although it can be conceptually useful to think about photons

as light particles, formally, quantization procedures of the electromag-

netic �eld lead to the conclusion that photons should be understood as

excitations of the electromagnetic modes sustained by each particular

system. For instance, canonical quantization procedures (see Ref. [26],

among others), usually write the quantized �elds in terms of plane-wave

modes, while quantization in the �eld of cavity quantum electrodynamics

(cQED) favours the quantization in terms of localized modes. For now,

we will restrict ourselves to the situation in which proper optical modes

are present, and therefore light can be described through a hamiltonian

formalism as [26]

Ĥ =
∑
i

ℏωi

(
â†i âi +

1

2

)
, (1.28)

where the summation runs over all optical modes of the system, each

with frequency ωi, and the operators âi (â
†
i ) act on the quantum EM

state by annihilating (creating) a photon in the corresponding mode.

These satisfy the bosonic commutation relations [âi, â
†
i′ ] = δi,i′ , with

δi,i′ being the Kronecker delta. More explicitly, these operators act on

the Fock number basis (denoting the number of photons in a given mode)

8In the mentioned work, besides providing a very interesting historical introduc-
tion to the development of the �eld of quantum electrodynamics, the author recalls:
"I suggested that a license be required for use of the word "photon", and o�ered to
give such a license to properly quali�ed people".
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as

â†i |ni⟩ =
√
ni + 1 |(n+ 1)i⟩ , (1.29a)

âi |ni⟩ =
√
ni |(n− 1)i⟩ . (1.29b)

Therefore, a Fock state |nj⟩ has the associated energy H |nj⟩ = ℏωj(nj+

1/2) |nj⟩, where the ℏωj/2 represents the zero-point energy of the �elds,

and indicating that the energy di�erence between every two adjacent

number states is always given by ℏωj , i.e., the photon energy. We note

in passing, that the Hamiltonian in Eq. (1.28) is exactly equivalent to

the quantum Hamiltonian for a set of harmonic oscillators. This again

reinforces the conceptual picture outlined above, since photons are then

just the minimal oscillation amplitude that these oscillators (the optical

modes) can exchange.

In fact, the existence of these optical modes (understood as eigen-

functions of the wave equation) is so vital for the application of the

quantum machinery, that devising a general strategy to quantize EM

�elds in presence of arbitrary material structure remains an area of in-

tense theoretical research to this day. This is the case for instance when

dealing with lossy materials or open systems. In this direction, sev-

eral strategies have led to successful results. One of such strategies is

for instance macroscopic quantum electrodynamics (mQED) [27, 28], in

which one abandons the description in terms of discrete optical modes

and instead employs modes that live in a frequency continuum, while

keeping an overall Hamiltonian description. The response of these modes

is described through the use of the previously introduced Dyadic Green's

Function of the system. We will demonstrate the power of this approach

to parametrize light-matter interactions in Chapter 4. On the other

hand, approaches based on a quasi-normal mode (QNM) decomposition

[29, 30] of the response of the system try to extend the more traditional

strategies to open systems in which normal modes do not exist, and phe-

nomenological approaches, that decompose the optical continuum into

several modes and background, have also advanced signi�cantly, provid-

ing accurate solutions of complex systems [31�33].
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1.2.2 Quantum emitters

In the same way that the previously introduced experiments indicated

the quantum nature of light, other experimental results from the end

of the 19th century hinted at the quantum nature of matter. The most

famous example is probably the discrete emission lines from atoms. Ry-

dberg [34] had already successfully identi�ed that the frequencies of the

di�erent emission lines could be well predicted as being proportional to

the di�erence of inverses of squares of integers numbers in 1890. How-

ever, the origin of these discrete energy steps remained a mystery. Just

for perspective, Rutherford's experiments, that would introduce the idea

of the atom as a very small positive nucleus surrounded by a large elec-

tronic cloud weren't performed until 1911. Shortly after the introduc-

tion of this solar-system-like model of an atom, Bohr (1913) proposed a

model for the hydrogen atom in which electrons could only occupy cer-

tain stable orbits around the nucleus. These orbits where characterized

by having an angular momentum that was a multiple of the reduced

Planck's constant, ℏ = h/2π. This ansatz reproduced the Rydberg

results for the hydrogen atom and could express the phenomenological

constants introduced by Rydberg in terms of fundamental constants.

This explanation however, clashed with the classical understanding that

accelerated charges (like an electron orbiting the nucleus) radiate energy,

and therefore, these atoms should not be stable.

The main hurdle in the understanding of the quantum phenomena

at the time was the lack of a formal framework to treat these problems.

This would change in 1925, when Schrödinger postulated his famous

wave equation [35]. This work begins by crystallizing the oscillatory

nature of matter, proposed by De Broglie [36], into a wave equation.

Schrödinger was well aware that this was an outlandish idea, as he states

in the opening paragraph of the paper:

The point of view taken here [. . . ] is rather that material

points consist of, or are nothing but, wave-systems. This

extreme conception may be wrong, indeed it does not o�er as

yet the slightest explanation of why only such wave-systems
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seem to be realized in nature as correspond to mass-points

of de�nite mass and charge.

However, through the rest of the paper, he establishes the wave equation

that describes the evolution of the wave-nature of matter and draws its

link to classical Hamiltonian mechanics. He then proceeds to solve the

hydrogen atom problem, providing the same energy levels that Bohr

found, reproducing known results for the stark e�ect in the hydro-

gen atom. Among other things, he also shows that his theory is non-

compatible with special relativity, and thus incomplete. This last issue

would be �xed by Dirac in 1928 [37], when he presented a wave equa-

tion compatible with relativity. Just like this, 30 years after the initial

quantization from Planck, modern quantum mechanics was born.

Throughout this thesis, we will deal with the interaction of light with

matter. Particularly our focus will be on light in the visible spectrum.

This is relevant since photons in this frequency range have associated

energies in the order of 1 eV, which happens to be the characteristic order

of magnitude of many electronic phenomena. This includes bandgaps

in semi-conductors, or excitons in materials9. Furthermore, by solving

for the allowed energies of an electron within an in�nite potential well,

one can see that when the electron is con�ned within length-scales of

the order of the nm, then the corresponding electronic excitations have

energies in the range of the eV. This indicates that electronic excitations

present in con�ned systems, like atoms, molecules, or quantum dots,

will also have energy di�erences commensurate with optical photons,

showing that there exists a huge variety of matter excitations available

to study the phenomenology of light-matter interaction.

In general, we will describe the electronic states by the annihila-

tion (creation) operators: ĉi (ĉ
†
i ). These operators remove (create) an

electron in the corresponding electronic eigenstate and ful�l fermionic

anticommutaion relations {ĉi, ĉ†j} = δi,j . Since the energy ranges under

consideration do not allow for actual creation or destruction of matter,
9Excitons are a particular kind of electronic excitation formed by a bound electron-

hole pair. These can be optically bright, since they can recombine to emit single
photons. We will show some work done with materials that present an excitonic
response on Chapter 3
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usually these operators will appear in pairs as ĉ†i ĉj , which signi�es the

transition of an electron from the eigenstate j → i. For localized trans-

itions, like the ones happening in atoms, molecules or quantum dots, it

is usual to focus on only two energy levels of interest with a well de�ned

energy gap, Ea. This is valid so long as the rest of the energy levels

have energy spacing much larger than Ea. Then the two eigenstates of

interest can be labelled as the ground, and excited states, in which case

we can de�ne

σ̂† = |e⟩⟨g| = ĉ†eĉg, (1.30a)

σ̂ = |g⟩⟨e| = ĉ†g ĉe, (1.30b)

as the usual ladder operators of the quantum emitter (QE). These also

ful�l fermionic anticommutation relations {σ̂, σ̂†} = 1. Then the Hamilto-

nian of this QE can be written simply as ĤQE = ℏωe |e⟩⟨e|+ ℏωg |g⟩⟨g|.
Since it is usual to de�ne the origin of energies at the ground state en-

ergy of the emitter, we can simply subtract 1ℏωg from the Hamiltonian

above, which then yields the free Hamiltonian for an ideal two level

system as

ĤQE = ℏωegσ̂
†σ̂, (1.31)

with ωeg = ωe − ωg, which explicitly shows that the relevant energy

scale in the internal dynamics of the QE is given by the energy di�er-

ence between the two available energy levels. However, bear in mind

that this is by far not the only relevant parameter of the QE, particu-

larly when interacting with light. In the following section we will hint

at how the actual spatial structure of these electronic eigenstates has an

e�ect in the characteristics of the light-matter interaction. This will be

shown more explicitly in later sections of this thesis, where we will in-

troduce free electrons in the picture (whose wavefunction have markedly

di�erent spatial structure to that of bound electrons in QEs) which will

serve to exemplify how di�erent electronic eigenstates can interact very

di�erently with light.
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1.2.3 Light-Matter interaction in the quantum regime

From the previous section, we have seen that by using the Schrödinger

equation, the correct energy levels of quantum systems can be pre-

dicted. These energy levels can be used to understand how matter

absorbs photons, however, it cannot explain the lifetimes associated

with spontaneous emission. In order to properly describe the interaction

between light and matter, it is necessary to describe both components

in a quantum picture in the framework of quantum electrodynamics

(QED). We begin this section by explicitly showing the e�ect of the

electromagnetic environment on the emission processes.

We consider now states of a combined light and matter system. We

will study the transition from an initial (|i⟩) to �nal (|f⟩) states. The

energies associated with these states are Ei and Ef respectively, which

have to be identical from energy conservation arguments. The total

decay rate of the i→ f transition can be calculated in the limit of weak

interaction strength from Fermi's golden rule

γ =
2π

ℏ2
∑
f

∣∣∣⟨f | ĤI |i⟩
∣∣∣2 δ(ωi − ωf ), (1.32)

where the sum runs over all the possible joint �nal states. We will be

considering electronic transitions taking place between bound states in

atoms or molecules, to which we refer as QEs in general. Since these

transitions are localized in length-scales much smaller than the free-

space wavelength of light, the interaction Hamiltonian can be taken in

the dipole approximation: ĤI = −µ̂ · Ê. In this Hamiltonian, the dipole

operator can be expressed by using the spatial displacement quadrature,

x̂ ∝
[
σ̂† + σ̂

]
, as µ̂ = µ

[
σ̂† + σ̂

]
, with σ̂= |g⟩⟨e| and µ = ⟨g| µ̂ |e⟩ is

the transition dipole moment10. On the other hand, the �elds at the
10Note that in writing the dipole operator in this fashion, we have assumed that

it is a real quantity. It is also important to note that this parameter encapsulates
the spatial distribution of the wavefunctions associated in the electronic transition.
Later on in the thesis we will rework these ideas with arbitrary electronic transitions
so that these dependencies will become more apparent.
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emitter's position can be expanded as [26]

Ê =
∑
n

[
E+

n ân(t) +E−
n â

†
n(t)

]
, (1.33)

where the summation is over the complete set of eigenmodes. We now

look for transitions that happen between an initial state given by the

QE being in an excited state |i⟩ = σ̂† |g⟩ ⊗ |0⟩, and �nal states in which

the excitation has been put into one of the modes of the electromagnetic

�elds as |f⟩ = â†n |g⟩ ⊗ |0⟩. Then the total decay rate can be written as

γ =
2π

ℏ2
∑
n

[
µ · (E+

nE
−
n ) · µ

]
δ(ωn − ω0), (1.34)

where ω0 is the energy di�erence between the ground and excited state.

From this expression alone, one can see that the decay rate of the emit-

ter is directly linked to the amplitude of the �eld pro�les at the emitter

position. This leads to the idea that by modifying the available optical

modes for the emitter to decay into, then the decay rate can be mod-

i�ed. This intuition is formalized in the concept of density of states.

Furthermore, by writing the �eld pro�les in terms of normal modes, and

linking it to the bi-linear expansion of the Dyadic Green's Function, it

can be shown [12] that the expression above can be equivalently written

as

γ =
2µ0ω

2
0

ℏ
[µ · Im {G(r0, r0, ω0)} · µ] . (1.35)

The decay rate of such QE in vacuum turns out to be γ0 = µ0ω
3
0 |µ|

2 /(3πℏc).
Therefore we arrive at the result that the normalized decay rate of the

emitter to that of vacuum is given by

γ

γ0
=

6πc

ω0
[ûµ · Im {G(r0, r0, ω0)} · ûµ] . (1.36)

This expression states that the radiative properties of quantum emitters

can be modi�ed by appropriately structuring the emitter's surrounding.

This is known as the Purcell e�ect [38], and it has the deep conceptual

implication that the radiative properties of an emitter are in no way
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intrinsic, which was the prevalent thought at the time of Purcell's dis-

covery, but are instead a re�ection of how the internal degrees of freedom

of a given electronic transition interact with the electromagnetic envir-

onment. Furthermore, note that the normalized decay-rate in Eq. (1.36)

has exactly the same expression as the normalized radiated power by a

classical dipole given in Eq. (1.16), so that[
γ

γ0

]
QED

=

[
P

P0

]
Classical

. (1.37)

This important connection establishes that one can make predictions of

how a given macroscopic environment modi�es the quantum radiative

properties of an emitter through the use of simple classical electromag-

netic calculations. We will extensively use this connection throughout

this thesis.

The total decay rate calculated above can be decomposed in several

parts, such as the vacuum decay rate of the emitter, γ0, and the rate at

which the emitter decays into the optical modes of the system, g. We

call g the light-matter coupling strength. One of the simplest ways to

model the dynamics of a QE coupled to an electromagnetic environment

is through the hamiltonian

Ĥ =

∫
dω ℏω â†(ω)â(ω) + ℏω0σ̂

†σ̂ +

∫
dω ℏ

[
g(ω)â†(ω)σ̂ + h.c.

]
.

(1.38)

This Hamiltonian is composed of a continuum of bosonic modes and

a QE, interacting with coupling strength, g(ω). To parametrize the

coupling strength, we can plug the interaction Hamiltonian above into

Fermi's golden rule given in Eq. (1.32), and equate the total decay rate to

the decay rate given in Eq. (1.35). This allows to direcly parametrize the

light-matter coupling strength in the case of a dipolar quantum emitter

interacting with an electromagnetic continuum as

g(ω0) =
ω0

ℏ

√
ℏµ0
π

µ · Im {G(r0, r0, ω0)} · µ, (1.39)
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which agrees with expressions obtained from more sophisticated deriva-

tions [39]. Note that in the equation above, the Green's Dyadic contains

the response of the localized optical modes. In the next section we allow

the system to radiatively decay and investigate the possible dynamics

than can arise in this simple setup.

1.2.4 Interaction regimes

In this section we pay attention to the characterization of the di�er-

ent interaction strength regimes between light and matter. In today's

literature, the terms weak and strong coupling are part of common ter-

minology used to describe the associated phenomenology that arises in

any given system. In particular, these terms contain useful information

about the dynamics of photons and matter excitations in these light-

matter coupled systems. In order to illustrate the di�erence between

these two regimes, we will make use of a toy quantum system, from

which we will be able to draw connections to previous results postu-

lated in this chapter. Consider the system described by the so-called

Jaynes-Cummings Hamiltonian:

Ĥ = ℏωbâ
†â + ℏωf σ̂

†σ̂ + ℏg
(
â†σ̂ + âσ̂†

)
, (1.40)

which is composed of a single bosonic mode (â), and a matter reson-

ance (σ̂), with eigenfrequencies ωb and ωf respectively. These interact

with a coupling strength, g, which is chosen to be real. This Hamilto-

nian preserves the number of excitations in the system, which is a valid

description of quantum systems for coupling strengths below the ultra-

strong coupling regime, where coupling strength becomes comparable to

the energy di�erence between ground and excited states11. Now we con-

sider that these two modes experience spontaneous decay through their

coupling to vacuum, and therefore we consider the problem of an open

quantum system. This situation can be treated formally through the use

of a master equation formalism [40], in which case, the time evolution

11In this thesis we will not encounter any such system, and therefore, in general
this excitation-exchanging Hamiltonian will su�ce for the light-mater interaction
characterization.
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of the density matrix of the joint light-matter system is given by:

d

dt
ρ̂ = − i

ℏ

[
Ĥ, ρ̂

]
+
γb
2
L̂b(ρ̂) +

γf
2
L̂f (ρ̂), (1.41)

where the last two terms are Lindblad super-operators, describing the

Markovian12 coupling between the bosonic and fermionic modes with

the vacuum by the use of the di�erent decay rates, γf and γb. These

super-operators have expressions given by L̂f (ρ̂) = 2σ̂ρ̂σ̂† −
{
σ̂†σ̂, ρ̂

}
,

and its counterpart, changing the electronic ladder operators by the

bosonic annihilation operator.

For our current purposes, we note that the dynamics described by

Eq. (1.41) in the case of spontaneous decay for states in the single ex-

citation manifold are completely equivalent [41, 42] to those given by

the time-evolution in the Schrödinger equation under a non-hermitian

Hamiltonian equivalent to that in Eq. (1.40), with the eigenfrequencies

promoted to complex quantities given by ωb → ω̃b = ωb − iγb/2 and

ωf → ω̃f = ωf − iγf/2. The corresponding eigenfrequencies of the joint

system are then given by

Ω± =
ω̃f + ω̃b

2
±

√
|g|2 +

(
ω̃f − ω̃b

2

)2

. (1.42)

These eigen-energies, together with the corresponding eigenvectors, |ψ±⟩,
are all that is needed to illustrate the di�erent coupling regimes. From

the eigenvectors, we are particularly interested on evaluating the de-

gree of mixing between light and matter components in the system.

To do this, we evaluate the light (or matter) component of the di�er-

ent eigenvectors through what are commonly known as the Hop�eld

coe�cients, given by C(±)
l ≡ | ⟨ψ±| â† |0, g⟩ |2 (C(±)

m ≡ | ⟨ψ±| σ̂† |0, g⟩ |2).
Fig. 1.1(a,b) contain the real and imaginary part of the eigenenergies of

the above Hamiltonian as a function of coupling strength for zero detun-

ing (ωb = ωf ), while Fig. 1.1(c) illustrates the anticrossing behaviour of

the eigenstates with light-matter detuning and �xed coupling strength.
12Here Markovian can be understood to mean that the interaction of the system

with the vacuum does not modify the vacuum's properties.
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Figure 1.1: Eigenvalues of the non-hermitian Jaynes-Cummings
Hamiltonian describing the coupling between a bosonic mode and a mat-
ter resonance, which has eigenfrequencies Ω± = ω± − iγ±/2. a) Real and
b) imaginary part of the two eigenfrequencies of the coupled system in
the case of no detuning. In (a,b) the yellow and purple line correspond
to the two eigenfrequencies, while the black and red lines indicate the
prediction of the weak, and strong coupling regime respectively. c) Anti-
crossing behaviour of the two eigenfrequencies when scanning the bosonic
mode frequency across the matter resonance. The colour-scale indicates
the light fraction of the two eigenmodes, demonstrating maximum mixing
of light and matter component when the two modes are in resonance.

In colour we show the light fraction of the di�erent eigenstates. Fo-

cusing on Fig. 1.1(a,b), at zero coupling strength, the two eigenvalues

are given by the bare eigenfrequencies of the two constituents, and the

light-matter mixing is exactly 0 (C(+)
l = 0, C(−)

l = 1). For non-zero
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coupling, we can taylor-expand the eigenfrequencies and �nd

Ωwc
± =

ω̃f + ω̃b

2
±
(
ω̃f − ω̃b

2
+

|g|2

ω̃f − ω̃b
+O(|g|4)

)
, (1.43)

which shows that the eigenfrequencies remain close to the bare frequen-

cies of the constituents, while the coupling among them induces changes

in the complex resonance frequencies. Of particular importance is the

case of resonant modes (ωf = ωb), in which case the modi�ed eigenen-

ergy of the upper, matter-like transition13 is given by

Ωwc
+ = ω̃f − 2i

|g|2

γb − γf
. (1.44)

This expression encapsulates the spirit of the weak coupling regime, and

contains the most relevant e�ect within this regime: the Purcell e�ect. In

the weak coupling regime, matter transitions are dressed by the optical

modes, and their properties are modi�ed by this interaction. However,

the degree of mixing remains low, and there is no coherent transfer of

excitations between the light and matter components of the system: i.e.,

excitations remain mostly light or matter-like. In the particular case of

the Purcell e�ect, the coupling leads to the modi�cation of the decay

rate of a given transition. The Purcell e�ect can be quanti�ed by the

Purcell factor, as done in Eq. (1.37), as the ratio of the modi�ed decay

rate Γf , to the bare one, γf , which in the present case reads

Pf =
Γf

γf
= 1 + 4

|g|2

(γb − γf )γf
. (1.45)

Note that this result is completely equivalent to that obtained through

a simple rate equation in which a slowly decaying oscillator is weakly

coupled to a rapidly decaying oscillator, and as such, one can understand

the weak coupling regime as dominated by assisted decay (or excitation).

In Fig. 1.1(a,b) one sees that the resonant frequency stays the same,

while the radiative decay is enhanced (and suppressed!) quadratically.

13Note that at zero coupling the upper hybrid state tends to become identical to

the matter resonance as Ω+
g→0
= ω̃f , and therefore, in the weak coupling limit, this

eigenstate retains highly matter-like characteristics.
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In the opposite limit, assuming that the coupling strength is much

larger than the complex detuning, we Taylor-expand around zero detun-

ing, so that the eigenenergies are

Ωsc
± =

ω̃f + ω̃b

2
±

|g|+

(
ω̃f−ω̃b

2

)2
2|g|

 . (1.46)

In the case of resonant interaction (ωf = ωb), one sees that the en-

ergy di�erence between the eigenenergies of the system only depends

on the coupling strength as: Ω = Ωsc
+ − Ωsc

− = 2|g| (Fig. 1.1(a)), while
the decay rate is saturated to the average value of the two constituents

(see Fig. 1.1(b)). This energy di�erence between the interacting modes

is called the Rabi-splitting, and it is the hallmark of the strong coup-

ling regime. In this regime, the coupling strength, g, is larger than the

rates of the decay mechanisms, and therefore, photons can be exchanged

multiple times between the constituents of the system before decaying.

This coherent photon exchange results in the formation of new eigen-

modes called polaritons [43], composed by a high proportion of both

light and matter constituents, with their properties being a mixture of

both of them. This coherent exchange is re�ected on the system's de-

cay dynamics as oscillations at the characteristic Rabi frequency. In

Fig. 1.1(c) we present the typical anticrossing behaviour of the eigen-

values of a strongly-coupled light matter system. One can see that as

the detuning between the light and matter resonances diminishes, the

eigenvalues deviate from the bare resonances (indicated by the dashed

and dotted lines). In the same plot, the colour of the line indicates the

proportion of light in the eigenstates, which approaches 1/2 as the de-

tuning between the entities becomes smaller than the coupling strength,

and polaritons form in the system. Note also how the two eigenmodes

exchange their light and matter character after the crossing.

1.3 Plasmonics and Nanophotonics

In what follows, we provide a brief review of the �eld of nanophotonics,

with special emphasis on the role of plasmonics in its development. The
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intention is to give the reader a general understanding of the proper-

ties of all the di�erent nanophotonic implementations that we will treat

throughout this thesis; These range from localized to collective plas-

monic resonances, as well as metallo-dielectric hybrid structures, which

will provide the nanophotonic component of the di�erent studies present

in this thesis.

In section 1.2.2, we introduced that the material excitations with

energies in the visible range are predominantly of electronic nature, and

that their associated localization length-scale is of the order of the nano-

meter. Therefore, the relevant �eld for the study of these matter com-

ponents is that of nano-photonics, i.e., the study of the behaviour of

light at the nanoscale. When considering the interaction of these elec-

tronic transitions con�ned at the nanoscale with free-space radiation

with wavelengths on the order of hundreds of nm, one �nds that this

scale mismatch causes their coupling to be very weak. As a consequence,

these electronic transitions are usually weak emitters (with small decay

rates). However, from our discussion in section 1.2.3, we indicated that

by providing optical modes with large density of states at the emitter's

location, one can greatly enhance the decay rate of these emitters.

However, it turns out that con�ning visible light into the nano-scale

is not trivial. On the one hand, the di�raction limit establishes a bound

on how much light can be focused through optical elements, which rules

out the use of free-space optics as a platform for the study of light-

matter interactions. On the other hand, dielectric structures below a

certain size limit will not sustain optical resonances. The typical rule

of thumb is that dielectric resonators must have a characteristic size of

the order of light's wavelength in the medium, and therefore their size

is tightly linked to the desired operation frequency. One may think of

these resonant modes in dielectric structures as standing wave patterns

in which there is a coherent exchange of energy between the electric

and magnetic part of the �elds. For resonators much smaller than the

wavelength, this energy balance cannot be achieved, and therefore these

particles have weak optical response.

Nonetheless, by including some other mechanism to restore this en-

ergy balance, it becomes possible to achieve optical response for deeply
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sub-wavelength particles. This is exactly what makes metals special:

due to the presence of the quasi-free electron gas in metals' conduc-

tion band, the coherent energy exchange can be established between the

�elds and the charge oscillations in the plasma. These collective charge

oscillations in metals receive the name of plasmons14, and the �eld that

studies their properties and manipulation is consequently termed plas-

monics [44]. Plasma oscillations can be roughly categorized into the two

main groups of surface and volume plasmons. Volume plasmons appear

in the bulk of metals at frequencies of the order of the plasma frequency

of the material, generally on the order of several eVs [45, 46], which

is higher than optical photons. On the other hand, surface plasmons

appear at the interface between metals and dielectrics, being exponen-

tially localized to the boundary. These appear at lower photon energies,

generally at a fraction of the material's plasma frequency, making them

specially suitable for their nanophotonic application.

Due to the presence of these charge oscillations, metallic nanoparticles

(NPs) can have very strong optical responses, and allow for deeply sub-

wavelength localization of optical �elds. This makes plasmonic plat-

forms tremendously attractive for the study of light-matter interactions,

and therefore the development of the understanding of the behaviour

of metals is tightly linked to the developments in the �eld of nanopho-

tonics. In this way, abundant phenomenology has been demonstrated

through the use of plasmonic structures, like radiative decay enhance-

ment [47] and suppression [48], general tailoring of emission properties of

quantum emitters [49, 50], polariton formation in strong coupling regime

with single molecules [51] and with collective excitations [42, 51, 52], po-

lariton lasing [53], modi�cation of exciton transport properties [54, 55]

and chemical reaction rates due to vacuum engineering [56], or handling

of vacuum Casimir forces [57], among other fascinating phenomena.

A classical example of plasmonic response that allows to showcase

some of its properties is that of a small metallic NP. In the quasi-static

limit (λ ≫ R), only the dipolar response of the NP is relevant, since

higher order multipolar resonances are weakly excited. In this situation,
14Although in many cases they also receive the name of plasmon-polaritons owing

to their mixed light-matter nature.
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the NP's response upon plane wave excitation is uniquely determined

by the dipolar polarizability, which can be written as

αs(ω) = 4πϵ0ϵbR
3 ϵ(ω)− ϵb
ϵ(ω) + 2ϵb

, (1.47)

where R is the NP's radius, ϵ(ω) its corresponding permittivity, and

ϵb the host medium permittivity. From the above expression, one sees

that whenever ϵ(ω) = −2ϵb, the polarizability will behave resonantly.

In the case of a Drude metal NP, the polarizability will resonate at

ω ≈ ωsp ≡ ωp/
√
ϵ∞ + 2ϵb, where we have introduced the surface plasmon

frequency, ωsp. We remark that this corresponds only to the dipolar

surface plasmon, and that when one performs a generalized treatment,

many such resonances appear, even in the case of the simple spherical

NP15. These resonances appear as a consequence of the �nite extent

of the metallic domain, and therefore belong to the family of surface

plasmons. This is indicated both by the resonant frequency being lower

than the plasma frequency of the metal, and through the sensitivity

of the resonance to the permittivity of the NP's local environment, ϵb,

which stems from the evanescent �elds spilling out into the local NP's

environment. One can characterize the interaction strength of such NP

with light through the scattering and absorption cross-sections, which

are respectively given by

σabs(ω) =
ω

ϵ0
√
ϵbc

Im (αs(ω)) , (1.48)

σscatt(ω) =
ω4

6πϵ20ϵ
3/2
b c4

Im (αs(ω)) . (1.49)

By taking their ratio one sees that σabs/σscatt ∝ (λ/R)3, which indicates

that for smaller particles absorption will be the dominant phenomena,

while for larger particles scattering will dominate. Taking again the

example of the Drude metal, and assuming the good resonator limit

(γ ≪ ωsp), one can see that the absorption cross section normalized to

15Later in this thesis, we use the Dyadic Green's Function for a metallic NP in the
quasi-static approximation in which these resonances beyond the dipolar response
can be seen. We provide its derivation in Appendix E.4.
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geometric area can be written as:

σabs(ωsp)

πR2
=
ω2
p

γ

R

c

12ϵb
(ϵ∞ + 2ϵb)3

, (1.50)

which in the case of noble metals can be orders of magnitude larger

than 1. For example, considering a very small, R = 30 nm silver sphere

in vacuum, we can use the Drude parameters for silver as ωp ≈ 9 eV,

γ ≈ 20 meV and ϵ∞ ≈ 1. Then, the absorption cross section in this case

would be around 300 times larger than its geometrical size. The fact

that these nanometric metallic structures can have cross-sections orders

of magnitude larger than their geometrical size illustrates how strongly

they interact with optical �elds, and also their potential to convert free

propagating light into highly localized �elds (or vice versa by recipro-

city). From our expression of the surface plasmon frequency, we note

that the resonance frequency is size independent. This shows that in the

quasi-static description of small NPs only material properties determ-

ine the resonant frequency and associated lineshape of resonances. As

soon as one considers larger NPs, retardation e�ects come into play and

the optical resonances become size-dependent. In order to describe the

optical response in this regime one has to employ the full electrodynam-

ical description given by Maxwell's equations. For isolated spheres one

can use the analytical Mie solution for optical scattering [58]. We will

make use of an extension of this formalism in Chapter 3 to describe the

interaction of light with a hyperbolic spherical system.

One of the main properties of plasmons is that since free electrons

are fundamental in the resonant mechanism then electron-electron scat-

tering and other processes are unavoidable, introducing absorption into

the mix. This absorption causes plasmons to have small lifetimes (on

the order of tens of femtoseconds [59]), and therefore a spectrally broad

optical response. As we showed on our calculations of section 1.2.4, this

is very desirable to enhance the radiative decay of not-very bright emit-

ters, however for other applications it would be desirable to have access

to longer lifetimes. This need has spurred the study of alternative setups

in which these longer lifetimes are available, from which many di�erent

research lines have emerged. One option is to create metallodielectric
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hybrids with the intention of combining the sub-wavelength localiza-

tion of plasmons and the longer lifetimes of dielectric microcavities or

photonic crystals [29, 31, 60�63]. However, one can also see that by shift-

ing the attention from localized plasmonic resonances to the collective

response of periodic arrays, the lifetimes of these collective modes can

be greatly enhanced [64�66]. This idea is taken to the extreme in the

case of resonances known as bound states in the continuum, which can

be understood as symmetry-protected, collective resonances which in

the ideal case have in�nite lifetimes [67, 68]. Other strategies involved

the addition of gain media into the system [69], which also branched

into the fascinating topic of Parity-Time symmetric systems (and their

photonic implementation) [70�72]. Finally, one may also embrace these

losses and harness them as drivers of, for instance, the thermo-optical

nonlinearity of a medium [10, 11], or more generally, as heat sources at

the nanoscale. This �eld of study is known as thermoplasmonics [73�

75]. A whole di�erent route taken by the community is to abandon the

use of metals and exploit the lossless nature of dielectics [76]. This line

of research has been particularly driven by the study of high refract-

ive index materials, and in particular by the family of the transition

metal dichalcogenides [77, 78], which we will brie�y describe in the next

section.

1.4 Summary of contents

As mentioned at the beginning of this chapter, throughout this thesis

we will study how light-matter interactions lead to markedly di�erent

phenomenology depending on the entities under consideration. Par-

ticularly, the three main chapters of this thesis are dedicated to the

study of photon-photon interactions mediated by matter, light-matter

interactions, and photon-mediated matter-matter interactions. Each of

the chapters is self contained and presents the use of complimentary

techniques to treat these interactions from both classical and quantum

perspectives. In the same way, each chapter is preceded by a speci�c

introductory section where we provide a contextualization of our work,

which serves to outline our contributions to the �eld. The appendices at
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the end of this thesis are reserved for lengthy mathematical derivations

and other accessory explanations. In more detail, the structure of each

chapter are as follows:

Chapter 2: matter-mediated photon-photon interaction

In Chapter 2 we will study matter-mediated photon-photon interactions,

in the form of non-linear optical response. The content of this chapter

is based on the results of a collaboration with the experimental group of

Prof. Said Rodriguez, at AMOLF in the Netherlands. First, we provide

a brief introduction to the key concepts of dynamical systems that are

not usually encountered in the �eld of nanophotonics. We theoretically

predict spontaneous symmetry breaking, instantaneous violation of lat-

eral momentum conservation, and the appearance of dynamical phases

in a driven-dissipative di�ractive system, composed by a periodic di�rac-

tion grating embedded in a medium with a thermo-optical non-linearity.

From calculations at the level of Maxwell's equations we develop two

complementary approaches to tackle the problem: a numerical imple-

mentation that captures the dynamical behaviour of the system and

predicts breaking of the discrete translational symmetry, and a semi-

analytical approach to perform a linear stability analysis based on the

Born scattering series, which predicts which momentum components

lead the system to become unstable. These predictions meet experimen-

tal con�rmation in the measurements performed by the group of Prof.

Said Rodriguez. Thus, we demonstrate how photon-photon interactions

can lead to the breaking of symmetries and conservation laws employed

in linear electromagnetism to classify and predict physical behaviour.

The results of this chapter have been published in Physical Review Let-

ters [P1].

Chapter 3: excitons in nanophotonic structures

In Chapter 3 we focus on light-matter interaction itself, and exploit its

properties to showcase two di�erent sets of phenomena. On the one

hand, in Section 3.2 we take advantage of the weak-coupling physics
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to enhance the �uorescence of emitters embedded in hybrid metallo-

dielectric structures. In particular, we consider a spherical multilayer

con�guration, which we semi-analytically model through the use of a

scattering matrix formalism, for which we provide compact expressions

for the magnitudes of interest. Taking advantage of this semi-analytical

character, we employ numerical optimization to greatly enhance the per-

formance of these cavities, yielding enhancements of the �uorescence

signal of around 4 orders of magnitude for several multilayer con�gur-

ation. This work was carried in collaboration with the experimental

group of Vinod Menon in City University College, USA. On the other

hand, in Section 3.3, in collaboration with the group of Prof. Douglas

Natelson, from Rice University, USA, we showcase strong coupling phe-

nomenology between few layers of a transition metal dichalcogenide and

a plasmonic nanogap. Taking advantage of the high con�nement of

the plasmonic nanogap, we demonstrate the introduction of highly local

driving through electroluminescence by biasing the nanocavity. This is

modelled through full numerical simulations and the development of an

analytical approach to complement the numerical near �eld simulations

to reproduce the far-�eld emission signatures of the strongly coupled

light-matter nanojunction. The results of this chapter have been pub-

lished in Physical Review Applied [P2] and Nano-letters [P3] respect-

ively.

Chapter 4: light-mediated matter matter interactions

In Chapter 4 we will study how light can mediate the interaction between

matter components in a given system. In particular, we will focus on

the interaction between free electrons and targets composed of both light

and matter components. To describe this interaction, we �rst develop a

model hamiltonian from the framework of mQED which serves to model

the interaction between general electronic transitions and optical modes.

In this picture, the interactions between di�erent electronic transitions

appear as second order processes mediated by light-matter interactions.

We then parametrize this Hamiltonian for the particular cases of highly

localized transitions, as in atoms or molecules, and free electrons. In



1
1.4. Summary of contents 35

Section 4.3 we apply this model to the study of the interaction of a

free electron with an isolated quantum emitter, paying special attention

to how the quantum degrees of freedom of the free electron can yield

measurable changes in the emitter's state and induce dynamics of spe-

cial interest for quantum state preparation. We �nd that engineering

of the free electron wavefunction leads the electron to inherit coherent

properties which it generally lacks. We further exploit this coherence

to develop a protocol to perform complete state determination by free

electron interaction. In Section 4.4, we increase the complexity of the

target by coupling the quantum emitter to an optical mode such that

these enter the strong coupling regime. We �nd that the free electron

is able of characterizing the target energy landscape, and that by ap-

propriate preparation of the free electron wavefunction, one is able of

selectively targetting speci�c transitions within the anharmonic polari-

ton energy ladder with an e�ectively enhanced coupling strength. The

results present in the mentioned sections of this chapter are respectively

under review for publication [P4] and published in Nanophotonics [P5].
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Chapter 2

Matter mediated

photon-photon interaction:

thermo-optical non-linearities

and spontaneous symmetry

breaking

2.1 Introduction

In this chapter we study how photon-photon interactions (in the form

of optical non-linearities) can rapidly lead to the breaking of the sym-

metries that describe the optical behaviour of a given system in the

linear regime, and to the appearance of dynamical behaviour. This phe-

nomenology is of special importance since symmetries are a vital tool in

the understanding and categorizing the physical properties of a system.

This chapter is heavily based on [P1] and the experimental measure-

ments we show were performed by Zhoumuyan Geng and Giel Keijsers,

at the group of Said R. Rodriguez at AMOLF, Netherlands.

2.1.1 Primer on non-linear dynamical systems

We begin this chapter by giving a brief introduction to several concepts

found in the realm of nonlinear systems. We will illustrate these concepts
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by giving simple examples, most of them extracted1 from Ref. [79]. The

aim of these examples is to give some footing to readers that might not

have previous experience in the world of non-linear dynamics, and even

though the phenomenology we will later show takes place on a much

more complex system, we believe having these general brushstrokes will

prove helpful.

Linearization

Consider one has a one variable di�erential equation that we may write

as ẋ = f(x), where the dot notation indicates time derivative, and f(x)

can be any function. One can understand a great deal about the dynam-

ics that this equation describes by looking at the �xed points, i.e., points

xf at which f(xf ) = 0, and therefore are stationary points. Suppose we

de�ne a new variable x = u+xf , where u is assumed to be small. Then

the di�erential equation can be Taylor expanded around xf as

u̇ =�
���*0

f(xf ) + uf
′
(xf ) +O(u2), (2.1)

where we have used the prime notation of spatial derivative. This expres-

sion indicates that depending on the sign of the derivative, two di�erent

behaviours arise: for f
′
(xf ) > 0, any �nite deviation from xf will be

exponentially ampli�ed, while for f
′
(xf ) < 0 this di�erence will be at-

tenuated. This allows to classify the �xed point either as an unstable

(repulsive) or stable (attractive) �xed point. For higher dimensional

systems, or with higher order time derivatives2 the idea is pretty much

the same: one now has a set of coupled di�erential equations, that we

can write in vector notation as ẋ = f(x), where f(x) · êi = fi(x). Fixed

points are such that make f(xf ) = 0, and again, writing x = xf + u, we

can Taylor expand around these points as

u̇ = J(xf )u+O(u2), (2.2)

1We strongly recommend this textbook as an introduction to the world of non-
linear dynamics, with special emphasis on low-dimensional dynamical systems.

2One can always write a nth order di�erential equation as n �rst order coupled
di�erential equations by de�ning auxiliary variables.



2

2.1. Introduction 39

where we have introduced the Jacobian matrix with expression Ji,j =

(∂fi/∂xj). One can see that the types of dynamics that will arise now

depend on the particular eigenvalues of the Jacobian matrix around

the �xed point. This procedure is called linear stability analysis, and

allows to predict and classify the di�erent behaviours that a given system

can demonstrate. Furthermore, this procedure shows that the same

kind of dynamics can emerge in very di�erent systems as long as they

behave similarly around �xed points. This seemingly innocent statement

leads to the powerful concept of universality, where the scaling laws of

observables are the same across a wide range of systems3.

Bistability

A bistable system is one in which two stable �xed points coexist. A

very simple example of a bi-stable system is given by one that follows

the di�erential equation ẋ = rx + x3 − x5, where r is a parameter. In

this system (and restricting ourselves to x ≥ 0), x = 0 is a stable �xed

point for r < 0, and x = xt(r) =
√

1/2 +
√
r + 1/4 is a stable �xed point

for r > −1/4. This shows that for r ∈ [−1/4, 0] two stable �xed points

coexist. We show this in Figure 2.1(a), where we show in solid black

lines the stable �xed points for every given value of r, and in dashed

black lines the unstable �xed points. This plot serves to illustrate the

concept of a bifurcation. A bifurcation is the process by which, as a

parameter is varied, the number or type of �xed points available in

the system changes, and therefore the qualitative dynamics present also

change. The parameter value at which this bifurcation takes place is

called a bifurcation point. For example, in the particular case presented,

at r = −1/4 the system goes from having a single stable �xed point to

possessing two of them for r > −1/4, therefore r = −1/4 is a bifurcation

point (and also r = 0).

From Fig. 2.1(a), one may also understand how bistability can lead

to hysteretic behaviour (non-reversible dynamics). The colour map in

this panel indicates the value of ẋ at each point, which we reinforce

by plotting the gradient direction as a vector �eld. Suppose we were
3For a very interesting compilation of universal behaviour in chaotic systems

see [80].
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to perform an experiment in which we start at r = −0.5, and slowly

increase r until r = 0.1 and then take it back to r = −0.5. Looking at

Fig. 2.1(a), one sees that when initially increasing r, the system would

follow the lower stable �xed point (x=0) until it became unstable at

r = 0 and then switched to the upper, stable �xed point until reaching

r = 0.1. On the way back, the system would remain in this upper

stable �xed point until r < −0.25, when the system would revert to

the x = 0 stable �xed point. We display this trajectory in Fig. 2.1(b)

for clarity, where we have added arrowheads indicating the direction of

the parameter scan. This example illustrates how bistability may lead

the system to take di�erent paths for r ∈ [−1/4, 0] depending on the

direction of the scan, demonstrating the non-reversible character of the

dynamics.

This type of behaviour is prevalent in non-linear systems, and al-

though not as transparent as our last example, one can also easily �nd

this behaviour in the photon number inside a driven non-linear cavity.

The equation of motion for the light �eld amplitude, α, inside a single

mode cavity with a Kerr-nonlinearity, U , under a driving amplitude, F ,

is given by

iα̇ = (−∆− i
Γ

2
+ U |α|2)α+ i

√
κ1F. (2.3)

Where Γ = γ+κ is the total loss rate, κ is the mirror loss rate, ∆ is the

detuning between the driving and the resonant frequency of the cavity,

and F is the amplitude of the driving laser. It can be shown that the

�xed points of the photon number N = |α|2 obtained from this equation

are given by the condition

N 3 − 2
∆

Γ
N 2 +

((
∆

Γ

)2

+
1

4

)
N = F , (2.4)

where for compactness we have introduced N ≡ UN/Γ, and F ≡
κUF 2/Γ3 as the renormalized photon-number and driving. In Fig. 2.1(c)

we show how many physically meaningful solutions this equation has as

a function of the renormalized driving and detuning. We observe a re-

gion with a unique stable �xed point, and a region with 3 �xed points,
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Figure 2.1: Figure illustrating the concepts of bifurcation and hysteresis.
a) Example of a system that displays bifurcations at r = −1/4 and r = 0.
Between these two points the system displays two stable �xed points while
outside of this interval only one stable �xed point exists. b) Schematic
representation of the hysteresis cycle that arises from continuously sweep-
ing r in the same system depicted in (a). c) Number of steady state �xed
points in a driven Kerr optical cavity as a function of cavity-laser detun-
ing and driving amplitude. Horizontal coloured lines indicate the driving
amplitude used for the di�erent curves in panel (d). d) Normalized cavity
photons as a function of detuning for the normalized amplitudes shown
in (c). The thin back line indicates the condition ∂F/∂N = 0, which the
di�erent curves intersect giving rise to the bistable region.

two stable and one unstable, just like the case in Fig. 2.1(a). The thick

black line indicates the boundary between these two regions. To �nd

this boundary, one may note that at the frontier between these two

regions, the photon number goes through an in�ection point and its de-

rivative becomes in�nite ∂N/∂F = ∞. By using the inverse function
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rule [81], one may equivalently cast this condition as ∂F/∂N = 0. In

Figure 2.1(d) we show the normalized photon number in the cavity as

a function of detuning for di�erent driving amplitudes, indicated by the

horizontal lines of corresponding colours in Fig. 2.1(c). We also show

as a thin black line the N values at which ∂F/∂N = 0. Note that

the photon number solutions intersect this curve at an in�ection point,

and therefore the black line in Figure 2.1(c) encloses the region in which

more than one physically-meaningful solution exists. From our discus-

sion of Fig. 2.1(a,b), these results show that such non-linear cavity is

also expected to be bistable and display non-reciprocal dynamics.

Limit cycles

As our last item we will introduce the concept of a limit-cycle. Limit

cycles are closed orbits in phase space to which nearby points approach

either as t → ∞ or t → −∞, that is, either orbits coalesce into the

limit cycles or they are repelled away from them. Maybe the simplest

example of such dynamics is given by the Van der Pol oscillator, which

evolves in time according to

ẍ+ µ(x2 − 1)ẋ+ x = 0. (2.5)

Where we assume µ ≥ 0. This oscillator has its origins in the �rst

non-linear circuits used in the earliest radios. It is usual to recast this

equation in terms of a set o �rst order di�erential equations. To do so,

it is enough to de�ne y ≡ ẋ. With this substitution, the Van der Pol

oscillator equation now reads

ẋ =y, (2.6a)

ẏ =− µ(x2 − 1)y − x. (2.6b)

Eqs. (2.6) illustrate that in order to completely characterize the state

of the oscillator, it is enough to know x and y ( or equivalently ẋ).

This pair of variables then de�ne what is known as the phase space of

the oscillator, since every point encodes a unique state of the oscillator.

With µ = 0 the equations above are those of a simple harmonic oscillator,
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Figure 2.2: Limit cycles in the Van der Pol oscillator. a) Trajectories
in phase space for µ = 0.8 for several di�erent starting conditions. Vector
�eld in the background illustrates the local gradient in phase space. b)
Oscillator amplitude against time for all the di�erent trajectories shown
in (a), showing that all oscillations are identical with the exception of a
time o�set.

with sinusoidal solutions that trace closed circular trajectories in phase

space. Note that despite the dynamics being characterized by closed

periodic curves in phase space, these don't a�ect nearby trajectories,

and therefore for µ = 0 no limit cycle exists. When the non-linear term

is introduced the dynamics change. This contribution has the form of a

damping term, with the peculiarity that only when |x| > 1 it behaves

like an actual damping, while when |x| < 1 it introduces gain. Therefore

one would expect that the equation above predicts that the oscillator will

be kept running at some stable amplitude. In fact, it can be shown that

the dynamics of this equation ∀µ > 0 are characterized by a limit cycle.

In Fig. 2.2(a) we show the trajectories in the phase space for several

di�erent starting conditions, shown as circular points, for the particu-

lar value of µ = 0.8. Note how all trajectories coalesce into the same

periodic orbit. From our discussion about the amplifying or suppressing

role of the non-linearity, we see that for starting conditions outside of the

limit cycle, the damping quickly brings them into the stable oscillations,

while for initial conditions near the unstable �xed point ẋ = x = 0, the

oscillations are ampli�ed and the system also reaches the same stable
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oscillations in the limit cycle. We show the oscillator amplitude as a

function of time in Fig. 2.2(b), where one can see that despite all the

di�erent initial conditions, the system always oscillates in the same way

(albeit with a di�erent phase o�set).

In this particular system, and within the discussed parameter range

(µ > 0), the origin is an unstable �xed point and the limit cycle is

stable (attracting from both sides). Therefore, for every initial condi-

tion di�erent from exactly ẋ = x = 0, the system will reach the limit

cycle. However, if we relax the conditions on µ, one can see that for

µ < 0, the origin is a stable �xed point. Thus, initializing the system

with µ < 0, the oscillator will be drawn to the origin of phase space,

and as a consequence, the steady state dynamics will be characterized

by a stationary state. If µ is increased beyond 0, the �xed point will

become unstable and the oscillator will depart the origin, spiralling into

the limit cycle as previously discussed, and therefore, its steady state

will be characterized by periodic oscillatory motion. This discussion in-

dicates that at µ = 0 the system experiences a Hopf bifurcation, which is

characterized precisely by this behaviour, i.e., by the system going from

possessing a stationary steady state solution, to displaying self-sustained

oscillatory behaviour.

2.1.2 Thermo-optical non-linearities

As we showed at the beginning of this thesis, the material's response to

an externally applied �eld can be expanded as a power series (Eq. (1.8)),

as P = ϵ0
∑

n χ
(n)En, where χ(n) is the n-th order susceptibility. It can

be shown that χ(2) is only non-zero in non-centrosymmetric systems

(i.e., without inversion symmetry) [6], while the χ(3) non-linearity is not

limited by this constraint. Since many material families are character-

ized by having inversion symmetry (gases, liquids, amorphous solids or

abundant crystal families), then the most common kind of non-linear

response in bulk-matter is given by the third-order non-linearity. A

particular case of this is the well-known Kerr non-linearity, in which

the refractive index of a material can be described as being intensity

dependent as n = n0 + n2I.
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In this thesis, we focus on the thermo-optical non-linearity present

in cinnamon oil which, as we outline now, can be mapped onto this kind

of third order non-linear behaviour. The thermo-optical e�ect re�ects

a material's refractive index dependence on temperature as: n = n0 +
dn
dT ∆T . In our particular case, this temperature change is due to the

non-zero absorption in the oil, which dissipates power in the medium

proportionally to |E|2 and introduces a temperature change linear to

the dissipated power. By neglecting di�usion and formally solving the

heat equation, one �nds that the refractive index of the oil can be written

as

n(r, t) = n0 − γ

∫ t

−∞
dsK(t− s)|E(r, s)|2, (2.7)

where n0 is the linear refractive index, γ is the nonlinearity strength,

E(r, t) is the electric �eld, and K(t) = e−t/τ/τ is the memory ker-

nel. This kernel has been previously used to describe the behaviour of

oil-�lled cavities, with good agreement between theoretical and experi-

mental results [82, 83]. The functional form of the memory kernel stems

from the thermal nature of the phenomenology, however, any process

characterized by exponential relaxation dynamics can be described in a

similar manner. Note that for �eld amplitudes that vary in a timescale

much longer than τ , this non-linear behaviour is exactly the same as a

Kerr-type non-linearity, therefore, τ represents the thermal relaxation

time of the oil, which we refer to as the system's memory time. In

this section, we deal with response times that are much larger than the

optical cycle, and therefore �elds change almost-instantaneously in the

thermal-timescale, which will signi�cantly simplify the theoretical treat-

ment. All the material parameters used in this chapter are extracted

from experimental measurements.

Although we have only spoken of the thermo-optical non-linearity

in the context of oils, this e�ect is also prevalent in the context of

solid state materials [84�86], in which phenomenology such as cavity

resonance spectral tunability [87] or all-optical switching [88] have been

demonstrated. However, oils have several advantages over these, such
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as increased ease of integration in a nanophotonic system, larger dam-

age threshold, and large thermo-optical coe�cients [89]. It is important

to note that since this non-linearity is of thermal origin, the associated

timescales are generally considered to be intrinsically slow (tens of mi-

croseconds). In our work we actively take advantage of this, which in

turn allows to extract particularly clear insights of the origin of the phe-

nomenology that we will discuss over this chapter. Nevertheless, it has

already been noted [10] that the limiting factor in the speed of these

processes is the dissipation rate, which can be enhanced by orders of

magnitude if these non-linear materials are integrated with plasmonic

nano-structures. This strategy would allow to push the phenomenology

that we present in this chapter to timescales of the order of the few

picoseconds, and therefore to frequencies in the Tera-hertz regime.

Introducing this non-linear response into an optical cavity can lead

to a plethora of fascinating behaviour, such as dynamical hysteresis [82],

stochastic resonances [83], limit cycles and chaos [90], or neuron-like

excitable response [91]. Even in situations in which memory does not

play a major role, one also �nds exciting results, such as light becoming

super�uid [92], or enhanced sensing capabilities through noise [93, 94].

Furthermore, by studying the statistical laws that govern measurements

in �uctuating systems [95], one can also exploit these laws to obtain

increased measurement precision [96]. The phenomenology that arises

from the interplay of the laser-driven optical cavity and the non-linear

medium falls under the umbrella of the �eld of driven-dissipative sys-

tems. The breadth of this topic falls out of the scope of the present

thesis, however we point out that, just like the examples of dynamical

behaviour shown in Section 2.1.1, most modelling done in this topic re-

lies on parametrizing the system in terms of few relevant variables, like

photon number in the cavity, making theoretical predictions simple. In

contrast, by including the di�raction grating within the non-linear cav-

ity, the �elds inside the cavity become spatially structured, which as we

will show, has large implications for the dynamical behaviour of the sys-

tem. This means that one has to describe the spatial dependence of the

�elds within the model to accurately capture the non-linear response,

which makes the problem rather challenging.
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2.2 Symmetries in nanophotonics and system

under study

Symmetries have been one of the most fruitful and in�uential concepts

in 20th century physics, and they lay at the foundations of the most

successful theories of our time: from Noether's theorem that links con-

tinuous symmetries to conserved quantities [97], gauge symmetries in

electromagnetism and quantum �eld theories or unitary symmetries in

quantum mechanics. Symmetries allow to classify systems and provide

predictive power over their properties without the need of performing

calculations. In fact, precisely because these properties emerge from

the symmetries alone, one can think about them as being "protected"

by these symmetries. This is exactly the reason why the �eld of to-

pological physics has exploded in popularity, starting from condensed

matter physics [98, 99], and branching into many di�erent domains. Of

course, photonics is not an exception and demonstrations of topological

phenomena in photonics have also been abundant and varied [100�103].

Part of the reason of the success of topological photonics is that at the

time of its inception, the optics community had interests that were a

fertile ground for these new ideas, particularly in the �elds of metama-

terials [21�23] and photonic crystals [104�106]. The aim of both of these

disciplines is to design arti�cial materials with on-demand optical prop-

erties by spatially structuring them. Usually, these structures are peri-

odic, and therefore they can be considered as the optical analogues of

atomic crystals.

In this chapter, we study how the response of these periodic systems,

which is deeply linked to their internal symmetries, can be modi�ed by

non-linear e�ects. The particular test-bed we will use for this purpose

is the system schematically shown in Figure 2.3(a): a one-dimensional

metallic grating coated with cinnamon oil and deposited o top of a glass

substrate. The oil will be the element responsible for the introduction

of non-linearities in the system, as we have shown in the previous sec-

tion. The grating elements are aluminium [107] wires 90 nm wide and

70 nm tall, with a lattice constant of 366 nm. The fabrication and

experimental measurements we show in this chapter were carried out
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Figure 2.3: System in which we will explore the e�ect of photon-photon
interaction. a) Schematic illustration of the system under study: an inver-
sion symmetric oil coated metallic grating deposited on a glass substrate.
b) SEM image of the grating. Scale bar 200 nm c) Experimentally meas-
ured transmittance of the grating d,e) Numerically calculated transmit-
tance and re�ectance spectra. Vertical lines in (c-e) represent the onset of
the �rst di�raction order in the oil and glass. f) Electric �eld amplitude
pro�le upon exciting the system with a 10 µm wide Gaussian beam. The
colour scale goes from black (minimum) to yellow (maximum).

by the group of Prof. Said R. K. Rodriguez at AMOLF. We show a

SEM micrograph image of the grating in Figure 2.3(b). As we stated

above, much of the grating's linear response can be understood from
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symmetries alone. Particularly, one may think about Bloch's theorem,

by which the waves scattered by a periodic potential must share the

same periodicity [108]. Essentially, Bloch's theorem relies on the conser-

vation of the momentum parallel to the lattice vector, and it establishes

that light can only exchange momentum with the grating in integer mul-

tiples of ∆k∥ = 2π/a. Furthermore, one can use the dispersion relation

of plane waves in an homogeneous medium to �gure out when these mo-

mentum components become propagating. For normal incidence of the

excitation, a plane wave that has exchanged N ∆k∥ momenta with the

grating will be propagating if λ0 ≤ na/N , where n is the refractive index

of the homogeneous medium. These propagating momentum compon-

ents that appear through the interaction with the periodic structure are

nothing more than the di�raction orders of the grating. The emergence

of these di�raction orders can be directly observed in the transmission

spectra. In Figure 2.3(c) we show the experimentally measured trans-

mittance spectra of the grating, in which we can observe two regions

of rapid derivative change around wavelengths of 530 and 580 nm re-

spectively. These two wavelengths, marked by vertical dashed lines in

the �gure, correspond to the wavelength at which the �rst di�raction

order (N = 1) becomes propagating in the glass (ng ≈ 1.45, λ0 ≈ 530

nm), and in the oil (no ≈ 1.59, λ0 ≈ 580 nm). We can corroborate

this through numerical simulations. In Figure 2.3(d,e) we show the nu-

merically simulated4 transmittance and re�ectance spectra in which we

have shown both the total magnitude, and the contribution of the zero

order (N = 0) transmittance and re�ectance. For the transmittance in

Fig. 2.3(d), the 0th order and total magnitudes only di�er for λ < 530

nm, indicating that the �rst di�raction order only carries power below

this wavelength, while for the re�ectance into the oil region in Fig. 2.3(e)

the two magnitudes di�er for λ < 580 nm, demonstrating the onset of

the �rst di�raction order in the oil region. We further demonstrate the

presence of this di�raction order in Fig. 2.3(f), where we plot the elec-

tric �eld amplitude obtained from a �nite size simulation in which the
4Throughout this thesis, we will make extensive use of the software COMSOL

Multiphysics. Unless otherwise stated, most of the times we refer to numerical sim-
ulations we will be employing such tool.
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grating is excited by a 10 µm Gaussian beam at λ = 532 nm. As the

beam impacts on the grating, two beam replicas are formed along the

�rst di�raction order, which later on reach the end of the oil layer and

experience total internal re�ection back into the oil5. Also, note that

since the di�raction grating is inversion symmetric, the amplitudes of

both of these replica beams are identical.

2.3 Spontaneous symmetry breaking

In section 2.1.1, we showed that the behaviour of a non-linear system

could be understood by the classi�cation of its �xed points, and that

as the parameters of the system change, it might experience bifurca-

tions events in which the number, or class of �xed points changes. For

higher dimensional systems, these bifurcations might be accompanied by

events of spontaneous symmetry breaking (SSB), in which one or sev-

eral of the symmetries of the model are spontaneously broken. Studies

of SSB have shaped physics for decades [109]. For instance, phenomena

like the laser, Bose-Einstein condensation and the associated super�uid-

ity and superconductivity, the Josephson e�ect, or the Higgs mechanism

all appear when a rotational U(1) symmetry is broken [110�112]. In the

context of atomic [113] and optical [114�121] systems, several examples

of mirror symmetry SSB, have been reported, which lead to phenomen-

ology such as the creation of localized states or quantum entanglement

generation [122, 123]. In periodic systems, symmetry broken states are

known in the context of solid state physics. For example, the charge

density wave state is characterized by a rede�nition of the periodicity of

the atomic lattice through interactions [124]. More generally, these sym-

metry broken states in periodic systems governed by oscillatory physics

have been theoretically analysed [125], but have found scarce demonstra-

tion in the �eld of optics, with the exception of a very recent demonstra-

tion in the context of lasing from periodic plasmon metasurfaces with

gain [126].

5Later on we will show images of the system taken at the top glass-oil interface.
In these images, one expects to observe bright dots corresponding to these di�raction
orders.
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In this chapter, we demonstrate SSB in the nanophotonic domain

by the use of a thermo-optical non-linearity (presented in Sec. 2.1.2)

in conjunction with the periodic system introduced in Sec. 2.2, i.e., a

plasmonic di�raction grating. We emphasize that the response of this

system upon normal plane wave illumination is chie�y characterized by

momentum conservation. This is encoded in the two main symmetries

of the system: inversion symmetry, and the discrete translational sym-

metry a�orded by Bloch's theorem. We will tackle this problem by two

complimentary approaches. First, we perform a linear stability analysis

of the system. This allows to understand how the system behaves as

it leaves the linear regime, and how it is expected to depart from it,

while retaining some analytical insight of the problem. Secondly, we

will perform full-wave simulations to capture the complete dynamics as

we completely depart from the linear regime.

2.3.1 Linear stability analysis and inversion-symmetry

breaking

The starting point of our discussion is about the di�erent timescales

in the present problem. On the one hand, the response time of the

optical �elds is of the order of the optical dissipation rate, Γ, and on

the other, the response of the non-linear medium will be on the order

of the memory time of the oil, τ . In our setup, these two timescales

are orders of magnitude apart (τ/Γ−1 ∼ 109), which allows to assume

that the optical response to a change in refractive index is basically

instantaneous. This in turn means that we can obtain the response

of the optical �elds in frequency domain for the particular refractive

index pro�le at a given time t, which allows to write the electric �eld

as E(r, ω, t). It will also be convenient to cast Eq. (2.7) in di�erential

form. By deriving n(r, t) with respect to time, and applying the Leibniz

integral rule for di�erentiation under the integral sign, one �nds that

Eq. (2.7) can be equivalently written as

τ ṅ(r, t) + n(r, t) = n0 − γ|E(r, ω, t)|2, (2.8)
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where the dot notation is used to indicate a time derivative. In the

absence of external drive (|E| = 0) this equation predicts that the re-

fractive index pro�le, n(r, t), exponentially relaxes to n0, which shows

that the homogeneous background �eld is a stable �xed point in absence

of driving. By including non-zero driving, the system may experience

a bifurcation above a certain incident �eld amplitude, therefore, it is

important to understand the e�ect of the small refractive index modu-

lations introduced by the non-linearity.

As introduced in Section 1.1, the electric �eld in presence of macro-

scopic media obeys a Helmholtz equation given by Eq. (1.12) as

∇×∇×E(r, ω)− k2ωϵ(r, ω)E(r, ω) = iωµ0Jext(r, ω),

E(r, ω) = iωµ0

∫
V
drG(r − r

′
, ω) · Jext(r

′
, ω).

Where in the second line above we have solved for the electric �eld by

use of the Green's Function formalism as given in Eq. (1.13), with G

being the Dyadic Green's Function. Throughout this whole section, we

use kω = ω/c to denote the light's wavevector in vacuum, and k0 = n0kω

to denote the wavevector in the homogeneous medium. In absence of

external current sources, if a small refractive index perturbation, ∆n(r),

is introduced in a medium of background refractive index n0, so that the

refractive index is given by n(r) = n0 − ∆n(r), the above Helmholtz

equation may be written as

∇×∇×E(r, ω)− k2ωϵ(r, ω)E(r, ω) = −2k20
n0

∆n(r)E(r, ω).

Therefore, upon the introduction of a small refractive index perturba-

tion, ∆n(r, t), in a medium of refractive index n0, then the total electric

�eld obeys the self-consistent expression [12]:

E (r, ω, t) = −2k20
n0

∫
d r′ G

(
r − r′, ω

)
·∆n(r′, t)E

(
r′, ω, t

)
. (2.9)

Where the integral is performed over the region where the index is mod-

i�ed. Note that, in anticipation of the treatment that follows, we have

introduced a slow time dependence on the refractive index perturbation
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and electric �eld, t. This timescale will be of the order of the thermal

relaxation time of the nonlinear medium, which as we will later show is

orders of magnitude larger than the optical cycle, allowing us to safely in-

troduce this new time dependence. For compactness, and since we only

consider monochromatic illumination, we omit the frequency depend-

ence from now on. For small enough refractive index changes, Born's

approximation allows to perturbatively expand the electric �eld, writing

it in powers of the refractive index change. Therefore, the total �eld

reads

E (r, t) =
∞∑
n=0

En (r, t) (2.10)

En+1 (r, t) =− 2k20
n0

∫
d r′ G

(
r − r′

)
·∆n(r′, t)En

(
r′, t

)
. (2.11)

We will take the �rst term in the series to be the linear system's

solution E0 (r, ω), and the rest correspond to corrections introduced by

the non-linearity in the oil. Note that this expression will only be valid

if the electric �elds remains close to their linear values. Assuming that

the maximum modulation will be small, we restrict this treatment to

the �rst order correction, which allows to write the total electric �eld in

the oil as

E (r, t) = E0 (r)−
2k20
n0

∫
d r′ G

(
r − r′

)
·∆n(r′, t)E0

(
r′
)
. (2.12)

This �rst expression is at the heart of the linearization procedure, since

only linear terms in the refractive index perturbation are kept. Writing

n(r, t) = n0 − ∆n(r, t), inserting our perturbative expansion of the

electric �eld into Eq. (2.8), and neglecting quadratic terms in ∆n(r, t)

one sees that the refractive index perturbation evolves according to

τ ∆̇n(r, t) + ∆n (r, t) = −γ |E0 (r)|2

+ 2k2ωγ

∫
dr′
[
F (r, r′) + F ∗(r, r′)

]
∆n(r′, t).

(2.13)

Where we have introduced the quantities F (r, r′) = n0E
∗
0 (r)·G (r − r′)·

E0 (r
′), which capture the scattering of the linear �elds with the index
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perturbations that these �elds create. In other words, these expressions

quantify the self interaction of the linear �elds due to the presence of

the non-linearity and, as such, describe the matter-mediated photon-

photon interaction that gives rise to the phenomenology we describe in

this section. By this procedure, we have obtained a di�erential equation

describing the evolution of the refractive index pro�le in which the �elds

only appear as their values in the linear regime, and that only depends

linearly on the refractive index change. However, in its current form is

not exactly transparent.

To gain some insight into the dynamics predicted by Eq. (2.13)

we split the refractive index change of the semi-in�nite medium into

a static, ∆ns(r), and dynamic part δn(r, t). Furthermore, the linear

�eld solution in the oil can be written as a sum of plane waves as

E0(r) =
∑

α Eαe
ikα·r, with the di�erent momentum components present

being

k0 =− k0uy, (2.14a)

k1 =+ k0uy, (2.14b)

k2 =∆k∥ux +
√
k20 −∆k2∥uy, (2.14c)

k3 =−∆k∥ux +
√
k20 −∆k2∥uy, (2.14d)

which correspond respectively to the incident and 0th-order re�ection,

together with the ±1 di�raction order (∆k∥ = 2π/a), which are the

propagating di�raction orders at the considered excitation wavelength

of λ0 = 532 nm. It can then be shown6 that the momentum components

of the time-dependent refractive index change evolves according to

τ ˙δn (k, t) + δn (k, t) =
2

|n0|
γ |E0|2

χ

∑
α,β

Mαβ(k)δn (k + kα − kβ, t) .

(2.15)

This expression has several interesting properties. First of all, the com-

petition between drive and dissipation in this driven-dissipative system

explicitly appears in the factor γ|E0|2/χ, in which |E0| is the amplitude

6For the complete derivation, see Appendix A.
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of the electric �eld incident on the grating and χ is the loss tangent of

the oil (the ratio of the imaginary to real part of the oil's linear refractive

index). Secondly, Eq. (2.15) is non-local in momentum space, since it

couples each momentum component, k, with all those that lay at the

di�erence of two wavevectors present in the linear solution. This allows

the high momentum components present in the evanescent �elds of the

grating to feed momentum components of propagating character. The

coe�cient that characterizes how strongly these momentum components

couple to each other is given by

Mαβ(k) =
χFβα (kβ − k)

|k−kβ|2
k20

− 1− 2iχ

+
χF ∗

αβ (k + kα)

|k+kα|2
k20

− 1 + 2iχ
, (2.16)

and the expression for Fαβ is given by

Fαβ (k) =
E∗
α

|E0|
·
[
I− kk

k20

]
·
Eβ

|E0|
. (2.17)

The derivation of both of these magnitudes can be found in Appendix A.

Note that the coe�cients in Eq. (2.16) diverge for momentum compon-

ents that are found k0 away from the momentum components present in

the linear solution, and therefore these momentum components are ex-

pected to dominate the non-linear dynamics of the system. On the other

hand, Fαβ can be understood as a consequence of the vectorial nature of

electromagnetic �elds, since the form of Eq. (2.17) largely follows from

the form of the Green's Dyadic.

To study the dynamics predicted by Eq. (2.15), instead of direct

numerical integration, one can solve an equivalent eigenvalue problem.

That is, one can look for the eigenfunctions δñλ(k, t) that satisfy∑
α,β

Mαβ(k)δñλ(k + kα − kβ, t) = λδñλ(k, t), (2.18)

which upon insertion in Eq. (2.15) evolve in time according to

δñλ(k, t) = δñλ(k, 0) exp

[(
−1 +

2

|n0|
γ |E0|2

χ
λ

)
t

τ

]
. (2.19)
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Eq. (2.19) shows that the eigenvalues completely determine the dynamics

of the di�erent eigenfunctions in Eq. (2.18). For instance, for eigenval-

ues with a positive real part, the term in parenthesis in the exponent

of Eq. (2.19) can become positive for large enough input �elds, which

shows that these eigenfunctions will experience exponential ampli�ca-

tion beyond a certain critical �eld. This critical �eld is then given by

γ |E0,c|2 = |n0|χ/2Re (λ). Conversely, eigenvalues with negative real

part will never experience exponential ampli�cation. The eigenfunc-

tion with the largest Re(λ) will have the lowest associated critical �eld,

and therefore it will be the dominant perturbation as the system is

driven into the non-linear regime. If the eigenvalues are complex, then

these eigenvalues will oscillate in time with a characteristic frequency

ωλ = 2γ |E0|2 Im (λ) / |n0|χτ . In this case, as the drive exceeds the non-

linear threshold, the non-linear perturbation will exponentially grow

while oscillating in time, in a similar fashion to the Hopf bifurcation

shown in Figure 2.2 of Section 2.1.1. Note that throughout this discus-

sion the memory time of the non-linear medium establishes an order of

magnitude for the timescales of the dynamics. However, one can see

that the dynamics will also be in�uenced by how far above the critical

�eld the system is driven.

Solving Eq. (2.18) is a complicated task. As a �rst attempt and to

set some intuition of the results that will follow, one might neglect all

the terms in the sum in which α ̸= β. This is equivalent to only retain-

ing the self-interaction of the di�erent plane waves due to the non-linear

medium. In this situation, the equation becomes local in momentum

space and can be readily solved to show that the corresponding eigen-

value for each momentum component is just λ(k) =
∑

αMαα(k). As

an example, we illustrate these eigenvalues in Fig. 2.4(a,b) where the

real and imaginary parts of
∑

αMαα(k) are respectively shown. These

were obtained for the case in which a plane wave with λ = 532 nm hits

our grating at normal incidence, and assuming χ = 10−3. At this in-

cident wavelength, the linear solution is composed by the 4 momentum

components given in Eq. (2.14). From the expression of the couplings in

Eq. (2.18), each of these momentum components, kα, gives rise to two

circular regions of resonantMαα(k) of radius k0 centered respectively at
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Figure 2.4: a) Real and b) imaginary part of the quantity 2
∑

α Mαα(k)
for χ = 10−3 and a plane wave with λ = 532 nm impacting the grating
described in Section 2.2 at normal incidence. We remark that the value
of χ used for the plot is merely for illustration reasons. The experimental
measurements of χ indicate a signi�cantly lower value than used here, and
therefore, much more sharply peaked distributions around k = k0 ± kα.

±kα. Since the circular regions corresponding to the incident and 0th-

order re�ection overlap7, the quantity
∑

αMαα(k) will be characterized

by the presence of 6 of such circular resonant regions that mark the relev-

ant momentum components for the non-linear processes. These circular

regions can be clearly identi�ed in Fig. 2.4(a,b). The positive values of

Re(
∑

αMαα(k)) in Fig. 2.4(a) indicate that, within this approximation,

some momentum components will be exponentially ampli�ed when the

system is driven beyond its critical point. Furthermore, given the non-

zero imaginary part Im(
∑

αMαα(k)) in Fig. 2.4(b), these momentum

components will simultaneously oscillate while exponentially growing.

In order to tackle the complete eigenvalue problem in Eq. (2.18) we

discretize momentum space, numerically determine the eigenvalues and

eigenfunctions. In order to perform the discretization, two key proper-

ties of the problem can be exploited: �rst, since we know which mo-

mentum components will be the most relevant (those for which Mαβ

diverges), we generate a discretization that is much �ner around these

7See in Eq. (2.14) that k1 = −k0.
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points. Secondly, since in our linear solution all wavevectors are di�rac-

tion orders of the grating, the lateral momentum for all of these is just

N2π/a, and therefore, only wavevectors that di�er by a whole number

of reciprocal lattice vectors will be coupled in the eigenvalue problem.

This allows to discretize kx values by setting the spacing to be a frac-

tion of the reciprocal lattice vector: ∆kx = 2π/Na. This is equivalent

to forcing the system to be periodic over N grating periods.

In Fig. 2.5(a), we show the discretization points generated according

to these principles for equivalent systems which are periodic over 1, 4,

16, and 64 grating periods. Note that the generated momentum dis-

cretization is symmetric with respect to both the kx and ky axes. The

eigenvalue spectrum obtained for each of these discretizations is shown

in Fig. 2.5(b). We can see that as the k-space sampling is made denser,

the eigenvalues coalesce into the same continuous lines, indicating con-

vergence with respect to momentum discretization, and therefore, that

these results are representative of the continuum case without any im-

posed periodicity. As discussed before, the eigenvalues with the largest

positive real part will dominate the non-linear dynamics, since these will

have the lowest non-linear threshold. For each discretization, we high-

light the four eigenvalues with the largest real part with a white outline.

We observe that these eigenvalues also have a non-zero imaginary part,

which demonstrates that the system is indeed expected to enter a dy-

namical phase after crossing the non-linear threshold. The �nal relevant

information contained in this panel is that the dominant eigenvalues

come in degenerate pairs8. In Fig. 2.5(c) we show the momentum com-

ponents of the eigenfunctions associated to these degenerate eigenvalues.

The two eigenfunctions are plotted in red and green respectively. Since

these eigenfunctions are extremely peaked around particular momentum

values, we have represented the most relevant momentum components as

dots, with their respective size indicating the weight of the momentum

contribution. In this panel, the dashed, large circle encloses all the

momentum components that may come from propagating plane waves,

while the black circles show the momenta for which Mαβ is resonant.

8This is the case for all imposed periodicities except when the system is forced to
have the same periodicity as the grating.
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Figure 2.5: a) momentum discretizations used to numerically solve
the eigenvalue problem. b) Corresponding eigenvalue spectrum. c) Mo-
mentum components of the two dominant eigenfunctions. d) Real space
representation of the eigenfunctions.
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As it was expected, the momentum components that characterize the

dominating eigenfunctions all lie along these momentum values. The

dotted vertical lines represent the momentum components allowed by

Bloch's theorem (kx = N2π/a), showing that the momentum compon-

ents present in the dominant eigenfunctions do not comply with the

grating's periodicity, leading to the breaking of Bloch's theorem and of

the discrete translational symmetry of the grating. Finally, one can see

that the two eigenfunctions shown in Fig. 2.5(c), and which we render

in real space in Fig. 2.5(d) are specular images of each other. Since

these eigenfunctions are degenerate, as the system is driven over the

non-linear threshold, small �uctuations may lead any of these two (or

any linear combination of them) to start exponentially growing. This

allows to make the striking prediction that not only momentum compon-

ents alien to the grating's periodicity will be generated, but also that the

system can spontaneously break the inversion symmetry9, showing that

through the non-linearity the optical response can become loose of the

constraints imposed by momentum conservation in the linear regime.

This prediction can be tested experimentally. Our colleagues from

the group of Prof. Said Rodriguez at AMOLF performed experiments

in which a 532 nm laser would be used to excite the oil-embedded grat-

ing. They performed sinusoidal sweeps in input power, and recorded the

transmittance for the di�erent driving conditions. The result of one of

such experiments is shown in Fig. 2.6(a). One can see that the trans-

mittance shows irreversible dynamics, that is, that for the same drive

conditions two di�erent transmittance states are available. This hys-

teresis may by itself be taken as an indication of bistability, however,

the very rapid dynamics shown in transmittance at around 2.39 s in-

dicates that the system is indeed transitioning between di�erent states,

signalling that a bifurcation has taken place at those driving conditions.

We will also explain this bistability with the results present in the next

section. After the very fast transition, the transmittance displays an

exponential relaxation, shown as an inset in the panel. The half-width
9Again, we remark that this is the case for all imposed periodicities larger than

one grating period, since the dominant eigenfunction is unique and does not have a
degenerate partner.
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Figure 2.6: Experimental measurement hinting at the inversion sym-
metry breaking. a) Experimentally measured transmittance as a function
of input power, displaying a very abrupt change in the transmittance
around tj = 2.39145 s. This abrupt change is accompanied by an over-
shoot and an exponential relaxation (inset). b-d) CCD images taken in
re�ection at the top oil-glass interface recorded after tj . White circles
have been included to highlight the presence of the ±1 di�raction orders.

of this overshoot is of the order of 60 µs, which is indicative of the

thermal relaxation time of the oil, τ [82, 83]. As we anticipated, this

memory time is orders of magnitude larger than the timescales of the

electromagnetic problem, validating our previous assumptions.

In order to investigate whether this bifurcation is accompanied by the

aforementioned inversion symmetry breaking, our colleagues collected

real space re�ection images using a CCD camera. The excitation beam

has a waist of around 10 µm, and the camera's focal plane is set at
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the top oil-glass interface. Therefore, from our discussion in section 2.2

(and particularly around Fig. 2.3(f)) the re�ection image is expected

to be composed of three main signals: a central disk corresponding to

direct specular re�ection from the grating, and two beam-replicas due

to the excitation of the ±1 di�raction orders, which in the linear regime

have the same amplitude. Three snapshots from the camera taken after

the rapid jump at tj ≈ 2.39 s are shown in Fig. 2.6(b-d). We have

drawn white circles to highlight the location of the di�raction orders.

Notice that while in Fig. 2.6(b) the di�raction orders have symmetrical

amplitude, in Fig. 2.6(c,d) these are asymmetrically populated, which

indicates that indeed inversion symmetry breaks upon crossing the NL

threshold in the experimental system. Interestingly, the time between

these snapshots is of the order of 10 ms, which hints at the presence of

rich dynamics in this system that cannot be accessed through the CCD

due to the limited acquisition frame-rate.

2.3.2 Dynamical behaviour & discrete translational sym-

metry breaking

In order to capture the dynamical behaviour of the system, our col-

leagues modi�ed the experimental setup to isolate the signal from the

marked circles in Fig. 2.6 (corresponding to the ±1 di�raction orders)

and measure it with photodetectors (PD). These photodetectors have a

much higher acquisition rate, which allows to resolve the fast dynamics

that the system experiences after the bistability jump. In Fig. 2.7(a)

we show the measurements of the signal from the PDs for the same in-

put power modulation as in Fig. 2.6. The signals from both PDs have

been o�set for clarity. One can see that at the bistability jump (vertical

dashed black line) the signal starts oscillating. Since the PD measure-

ments have high temporal resolution, we can zoom in these oscillations

and �nd that there is a wide range of dynamics present in these time

traces. In Fig. 2.7(b-d) we focus on three windows representative of

the di�erent oscillatory behaviours that arise. Each of the time win-

dows is 15 ms long. The power rise during these 15 ms is much smaller

than the standard deviation in laser noise, which allows to assume that



2

2.3. Spontaneous symmetry breaking 63

the input power is constant over these time windows. The dynamics

shown in these windows range from anti-correlated oscillations indic-

ative of the inversion symmetry breaking (Fig. 2.7(b)), to completely

chaotic in Fig. 2.7(c) or heavily correlated in Fig. 2.7(d). These self

sustained oscillations are indicative of the presence of limit cycles [79],

which is congruent with the SSB mechanism derived in the previous sec-

tion. We argue that, as the driving conditions are slowly changed, the

system goes through a cascade of bifurcations which lead to the appear-

ance of all these di�erent dynamics. In all of these, the continuous time

translation symmetry is broken, since the system self oscillates spontan-

eously10, however, depending on the driving conditions one may have

that inversion symmetry may or may not be broken.

As we indicated before, the breaking of inversion symmetry implies

that lateral momentum is not being conserved. However, we can show

that this breaking only happens locally in time, and that momentum

is still conserved when looking at the whole dynamics. To do so, we

analyse the statistics of the normalized contrast of the di�raction orders

(I− − I+)/(I− + I+). In the analysis, we include data from right after

the bi-stability jump to the end of the dynamical regime at around 4

s, and from several power scans. In Fig. 2.7(e) we show the cumulative

distribution function (CDF) for both the data from the PDs (grey bars)

and the CCD (Orange dots). The fact that those two distributions pass

through 1/2 at 0 contrast indicates that contrast imbalance favouring

the I+ or I− di�raction orders are equally likely. Therefore, a time

integrated measurement over long enough time would yield a signal of

the same amplitude for the I+ and I− di�raction orders, demonstrating

that although momentum conservation is violated locally in time, it still

holds on average.
10Note that although the optical driving has a characteristic timescale, the oscilla-

tions in Fig. 2.7 happen at much lower frequencies. As discussed when deriving the
analytical model in the previous section, this comes from the characteristic timescale
of the light transients being orders of magnitude smaller than the oil's response time
τ . This allows to assume that the �elds are stationary with respect to the non-linear
index timescales. In this sense, since what matters for the refractive index change is
electric �eld intensities, these are static and the timescale of the optical frequencies
disappears from the problem completely, showing that the emergent timescales of the
dynamical phenomena are not due to the frequency of the optical cycle.
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Figure 2.7: a) PD signal from the ±1 di�raction order (I±) through a
input power scan like in Fig. 2.6. I− has been o�set for clarity. b-d) 15
ms windows taken after the bistability jump displaying anticorrelated (b),
chaotic (c) and correlated (d) oscillations. e) CDF of the di�raction order
contrast for the PD (grey) and CCD (orange).

From the theoretical derivation in the previous section, we provided

analytical insight into the onset of the non-linear regime and how it can
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lead to the appearance spontaneous symmetry breaking. However this

treatment lacks the predictive power to characterize the limit cycles that

emerge and is also limited by being an inherently perturbative treatment,

expected to fail for large drive intensities. Therefore, to complement

the theoretical understanding we implemented a second strategy. The

second approach is based on performing full-wave simulations of non-

linear electromagnetic scattering under plane wave illumination. One

criticism of this approach is that the experimental system does not ex-

tend in�nitely due to the �nite lateral extent of the excitation beam,

and therefore, plane wave excitation might not be an accurate repres-

entation of what takes place in the experiments. However, we know that

the beam is wide enough so that its response can be characterized by

the discrete translational symmetry of the grating. This comes out in

the clear presence of the di�raction orders as beam replicas in Fig. 2.3.

Furthermore, in the derivation of the results in the previous section, in

Appendix A, we brie�y discuss that reducing the size of the nonlinear

region has the e�ect of raising the threshold for non-linear phenomena.

Therefore, we can expect that the same kind of phenomenology that

appears in the experiments will also appear in our simulations, albeit at

lower critical input powers.

To implement the simulations, we take advantage again of the large

di�erence in the timescales of optical and non-linear processes, and

solved the electromagnetic scattering in the frequency domain and the

evolution of the refractive index in time domain. This way, the total

electric �eld for a driving of frequency ω is written as E(r, ω, t), where

t ∼ τ ≫ 2π/ω. The refractive index of the oil medium is described

by Eq. (2.8). Unless otherwise stated, the simulations consists of alu-

minium wires deposited on top of a glass substrate, and embedded in a

layer of nonlinear oil which is then capped by another layer of glass, in

agreement with the experimental setup. In the lateral direction, the sim-

ulation domain is chosen to contain a certain number of grating periods,

which then becomes a supercell of the grating. At the lateral boundar-

ies, mirror conditions were applied so that the �nite simulation domain
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represents an in�nitely extended, periodic structure11. Note that these

lateral boundaries impose a general inversion symmetry over the in�nite

system.

We show the result of several of these simulations in Fig. 2.8. For all

of these, the input power over the grating is �rst increased, and then kept

at a certain value (in this case, 1.9 GW/m2). The pro�le of the input

power is shown as a dotted line in Fig. 2.8(a1). Figures. 2.8(a1-a5) show

the re�ected power dynamics when the simulation domain is composed

of 1, 2, 4, 8 and 16 grating periods respectively. This is the same as the

imposed periodicity over the grating. In all of these cases, as the input

power is �rst increased, the re�ected power goes through a phase of rapid

oscillations (t < 40τ). These oscillations correspond to the excitation of

guided modes in the oil layer. We note that these dynamics are identical

for all cases and take place when the system is still behaving quasi-

linearly. After this, di�erent dynamical regimes emerge depending on the

imposed periodicity. When the solution is forced to keep the periodicity

of the grating, the re�ected power reaches a steady state, while, when

the simulation supercell contains 2, 4 or 8 grating periods (Fig. 2.8(a2-

a4)), the re�ected power shows self sustained oscillations, and �nally,

the largest supercell of 16 grating periods shows chaotic dynamics. Note

that from our results in section 2.3.1, the non-linear thresholds of larger

supercells are expected to be lower12, and therefore, for the same input

power, the larger supercells are found deeper into the non-linear regime.

This is congruent with the dynamics shown in Fig. 2.8(a1-a5), where the

smaller supercell still hasn't reached the bifurcation, and the oscillations

displayed by successively larger supercells are more complex, ending in

the chaotic dynamics from Fig. 2.8(a5).

From the numerical simulations we also have access to the spatial

structure of the non-linear refractive index. In Fig. 2.8(b1-b5) we show

the refractive index change ∆n(r) = n0 −n(r) at the time marked by a

11The in�nite extent only applies in the lateral direction, i.e., the axis of periodicity.
This simulation domain is �nite in the vertical direction and terminated with perfectly
matched layers to absorb the incoming radiation.

12This is true until the supercell size is large enough and the critical threshold con-
verges to a particular value. We can see this in Fig. 2.5 where the critical thresholds
of a 16 and 64 period supercell are practically identical.
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Figure 2.8: Subindexes are used to indicate the size of the supercell used
in the simulation, where 1 to 5 corresponds to 1, 2, 4, 8, and 16 grating
periods per supercell respectively. a) Re�ected power as a function of
time. Input power pro�le shown as a dotted line in panel (a1). All panels
experience the same peak input power. b) Refractive index change at
t = 160τ , time marked by vertical grey line in panel (a). Vertical white
lines indicate the edges of the simulation domain. c) Fourier transform of
the refractive index pro�le in (b).

vertical line in Fig. 2.8(a). The vertical white lines showcase the edges of

the simulation supercell in each case, and small rectangles at the bottom

of the plot indicate the grating's wires. Note that in all of these plots,

the maximum change of the refractive index is of 2.5 · 10−2, validating
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the use of the perturbative approach in the previous section. We see that

in all of these cases the refractive index pro�le breaks the grating's peri-

odicity, the exception being Fig. 2.8(b1), where the boundaries impose

this periodicity. In light of these results, the bistabiliy of Fig. 2.6 can be

understood as the nonlinear grating making the fast transition from the

symmetric to a symmetry-broken state, with an accompanying change

in re�ectance values. Furthermore, this result connects the apparition of

the self-sustained oscillations with the emergence of momentum compon-

ents in the refractive index (and in the �elds) that do not comply with

Bloch's theorem. To explore deeper into this, we present in Fig. 2.8(c)

the Fourier transform of the refractive index maps. In all these plots, we

have included in a thin white line the momentum components that are

predicted to be dominant by the treatment in section 2.3.1, and in a faint,

thick white line a circle of radius 2k0 that engulfs all the momentum com-

ponents in the refractive index that can come from propagating plane

waves. Reassuringly, most of the momentum contributions of the nu-

merically calculated refractive index maps fall along the thin lines, with

larger systems presenting a higher density of momentum components

and Fig. 2.8(c5) displaying almost homogeneous momentum population

along these circles, as expected from the chaotic dynamics. This result

indicates that the spontaneous symmetry breaking mechanism observed

here is the same as derived semi-analytically in the previous section, and

that the momentum components that appear when the driving crosses

the non-linear threshold are the same ones that remain when the system

enters the self-sustained oscillations.

The oscillations in Fig. 2.8, and the ones displayed in the experimen-

tal measurements indicate that as the system goes through the bifurc-

ation, it enters into a limit-cycle regime. This would then qualify the

bifurcation as a Hopf bifurcation. As introduced before, limit cycles are

closed orbits in phase space that attract or repel nearby trajectories. In

our case, as the SSB takes place the system approaches the limit cycle.

We illustrate this in Fig. 2.9. Again the numerical subindexes in these

panels is used to indicate the number of grating periods in the simu-

lation supercell, where 1 to 3 correspond to 1, 2 and 4 grating periods

respectively. The panels (a1-a3) contain the same data as in Figure 2.8,
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Figure 2.9: Subindexes are used to indicate the size of the supercell
used in the simulation, where 1 to 3 corresponds to 1, 2, and 4 grating
periods per supercell respectively. a) Re�ected power as a function of
time. Colour coding after t = 169τ used to indicate time values b) Phase
space trajectory of the complete time evolution c) Zoom-in of the �nal
part of the trajectory, evidencing the presence of limit cycles.

however, the re�ected power data after t = 160τ has been colour-coded

to indicate time. To represent the limit cycle, one usually displays the

dynamics in phase space. This can be easily done for systems with few

variables, but can be more challenging for systems in which the dynam-

ical phenomena depends on a lot of variables. In our case, for instance,

the dynamics depend on the value of the electric �eld at every position

in space. In order to create the phase portrait, two general approaches

are available: either one is somehow able of identifying the most rel-

evant degrees of freedom, or one can follow a coarse-graining approach

like it is usually done in statistical physics. Here we opt for the latter

and represent the system's dynamics in terms of the average refractive

index in the non-linear domain, and its average time derivative. This is

shown in Fig. 2.9(b). One can see that the initial trajectory is identical
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for all simulations since at the initial part of the time evolution the

system behaves quasilinearly, and then the di�erent dynamics set in.

A zoom-in of the �nal part of these dynamics is shown in Fig. 2.9(c).

While in Fig. 2.9(c1) the system just arrives at a steady state, in both

Fig. 2.9(c2,c3) the system dynamics settles into periodic closed orbits in

phase space, illustrating the limit cycle.

2.4 Conclussions & outlook

In this chapter, we have studied the e�ects of non-linearities on the

properties of light. Using a simple one-dimensional di�raction grating

embedded in an oil with a thermo-optical nonlinearity as a basis, we

have theoretically predicted inversion and discrete translational spon-

taneous symmetry breaking, together with the apparition of limit cycles

and chaotic dynamics. Together with the group of Said Rodriguez, at

AMOLF, we have found experimental veri�cation of these predictions

in the direct observation of the inversion symmetry breaking and the

dynamical phases.

In this process, one realizes that most of our basic understanding

of the properties of light and its behaviour in presence of macroscopic

media is due to the fact that photons do not interact among them-

selves. As a consequence, the equations that describe the behaviour

of light are linear. This linearity allows to apply powerful results like

Bloch's theorem to understand light's interaction with periodic systems,

or even more crucially, to study di�erent spectral components of light

independently. The fact that one can separate the di�erent frequency

components of light and perform independent studies means that in a

linear-electromagnetic setup, under constant driving conditions, the sys-

tem will always reach a steady state. Of course the di�erent frequency

components oscillate in time, but their corresponding amplitude will be

constant, and therefore, a linear electromagnetic problem is character-

ized by a continuous time translation symmetry.

Throughout this chapter we have shown that the dynamical response

of the driven nonlinear grating is characterized by a limit cycle beha-

viour, which is backed by experimental realization. The phase of the
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limit cycle oscillation is chosen spontaneously, similarly to the choice of

phase of a scalar �eld in a U(1) symmetry breaking transition [110�112].

This is why limit cycles have become very interesting as physical real-

izations of time crystals. The concept of a time crystal was proposed in

the context of condensed matter physics as a state of matter in which,

in spite of having a time-independent hamiltonian, the ground state of

a system would be characterized by a periodic oscillatory motion [127].

Shortly after the proposal, a series of no-go theorems proved that this

state of matter was not possible [128�130], and therefore the community

shifted to driven systems in order to look for it. Several implementa-

tions of time crystals can be found on the literature, with these being

classi�ed as discrete [131], or continuous13 time crystals [132�135]. In

the context of photonics, discrete time crystals have been demonstrated

with Kerr microresonators [136], while continuous time translation sym-

metry breaking has only recently been demonstrated in an optomech-

anical setup [137], with our di�ractive system constituting the newest

addition to the list.

Our particular demonstration of a continuous time crystal has fur-

ther implications for the blooming �eld of time-varying media [138],

particularly in the domain of space-time metamaterials. In this re-

search domain, material properties are modulated in timescales sim-

ilar to the optical frequency and in spatial length-scales commensurate

with the wavelength of light. These ideas enabled the demonstration

of phenomenology like photon pair generation [139], optical drag [140],

photon localization [141] or ampli�cation [142], together with beautiful

demonstrations such as the space-time analogue of the double slit exper-

iment [143]. In order to realize these experiments, a precise control over

the spatio-temporal modulation is required, which at speeds commen-

surate with the speed of light becomes a non-trivial task. Therefore, the

prospect of a self-modulating spatio-temporal medium, together with
13The distinction between continuous and discrete time crystals is similar to the

breaking of a continuous or discrete symmetry. In discrete time crystals there is a
periodic drive and the system breaks this discrete temporal translational symmetry
by developing a subharmonic response. In continuous time crystals, the drive is
constant, and the continuous time translation symmetry is broken by the system
spontaneously self-oscillating at frequencies determined by internal parameters.
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the ultrafast response time of epsilon near zero materials [144, 145], or

plasmonically enhanced thermo-optical media [10, 146] provides a very

compelling platform for the realization of such phenomena.
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Chapter 3

Interaction regimes of

excitons in nanophotonic

structures

3.1 Introduction

In this chapter we focus on how the light-matter interaction can modify

both the optical properties of nano-scale emitters and their coupling to

external excitations, and pay special attention to the phenomenology

that arises in the weak and strong-coupling interaction regimes. As we

mentioned in the introductory chapter to this thesis, due to the scale

mismatch between the electronic excitations with energies in the op-

tical range, and of the free-space wavelength of light, the excitation of

quantum emitters with far �eld illumination is very ine�cient. To rem-

edy this, nanophotonic structures (particularly plasmonic) are employed

to allow e�cient energy injection and extraction from these emitters.

Furthermore, since the processes of far-�eld excitation and spontaneous

emission are connected by Lorentz reciprocity, designing a nanostructure

that enhances the rate of excitation will directly lead to an enhancement

of the radiative rates of quantum emitters in such setups. This symmetry

in excitation-emission is what is behind of, among other things, the ad-

vantageous dependence of the surface-enhanced Raman Scattering sig-

nal on the �eld enhancement of (E/E0)
4, with E (E0) being the �eld at

the molecule's location in presence (absence) of the nanostructure [147,

148], which leads to the possibility of performing single-molecule Raman

spectroscopy [149, 150].
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However, under some circumstances far �eld excitation may not be

a particularly good option (as we will later show) and one may instead

make use of local probes to pump excitations into the system. Not-

ably, charged particles are widely used for this matter since they can

be introduced in the system in several di�erent ways and have some

properties that make them very attractive. For instance, in vacuum,

uniformly moving charges have an associated evanescent electric �eld.

This vanishing character gives rise to a very short-range interaction with

matter, which is routinely exploited in traditional electron-microscope

based optical characterization techniques, such as cathodoluminescence

(CL), or electron-energy-loss spectroscopy (EELS) [151, 152], which can

provide subnanometric spatial resolutions [153, 154], surpassing by far

the resolutions available for the di�raction-limited, far �eld illumination

schemes. On the other hand, tunnelling currents can also be used to

introduce photons to nanoscale environments, as demonstrated in the

contexts of vertical tunnel junction in the solid state community [155],

light emission from scanning tunnelling microscopes (STMs) [156], or

the e�orts within the nanophotonics community to realize electrically-

driven optical antennas [157�159]. In this chapter, we will employ mov-

ing charges to provide the excitations to our nanoscale systems. Spe-

ci�cally, in Section 3.2 we study the use of positrons emitted from the

β-decay of radionuclides, customarily used in positron-emission tomo-

graphy (PET) [160, 161], to trigger �uorescence, while in Section 3.3

we demonstrate the potential of tunnelling currents across plasmonic

nanogaps [157, 162] to probe strong coupling in highly con�ned sys-

tems. We will introduce each of these sources over the next sections of

the chapter, but for now, it will su�ce to say that these will be con-

sidered as classical currents, and therefore, their modelling can be done

through Maxwell's equations. In Chapter 4 we will tackle the description

of similar electronic excitations when the quantum degrees of freedom of

the electrons become important. We proceed by introducing the matter

excitations that will be the matter component in following studies about

light-matter interaction.
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3.1.1 Matter excitations

In this chapter we will make use of two di�erent families of electronic

transitions: those present in con�ned structures, like atoms, molecules

or quantum dots, and those present in semiconductors. In both of these

families exists a wide variety of systems supporting electronic eigenstates

with energy gaps in the visible spectra. The choice of matter component

then chie�y answers to the desired application and the nanostructure to

which the matter-component is to be interfaced with. For instance, if

quantum light generation is the intended purpose, then one would prefer-

ably choose an emitter with as simple as possible energy landscape and

in which the principal decay mechanism would be radiative. This is so

because as the complexity of an emitter increases, so do the available

decay mechanisms, leading the overall quantum yield (the ratio of radi-

ated and absorbed photons ) of the emitter to diminish. If on the other

hand, one wishes to maximize light-matter coupling strength, then an

emitter with high transition dipole moment is preferable. Of course ex-

perimental integration also plays a vital role in the choice of quantum

emitters, and each emitter choice has associated limitations.

Due to the simplicity of the energy landscape, it then seems natural

to think about atoms as the appropriate choice for quantum-optical ap-

plications1. However their utilization requires the use of cryogenics, and

atoms are di�cult to implement in solid-state cavities. For these reasons,

molecules and quantum dots, despite their lower quantum yield, higher

decoherence rates and bandwidths, present a compelling platform for

their exploitation in nanophotonic cavities, since they can be individu-

ally isolated and manipulated and allow room-temperature operation. In

the �rst part of this chapter, we will demonstrate a setup in which one

would use one of such molecules: a nanometric cavity whose intended

operation happens at room temperature. Note that while these mo-

lecules have been used to demonstrate strong light-matter coupling [51],

we will focus on the modi�cation of their radiative properties [49], and

as such we will be operating in the weak coupling regime.
1And indeed, they have been extensively used in the microwave (Rubidium [163])

and optical regime (Cesium [164]) since the early days of cQED to demonstrate
quantum-optical phenomena in mirror-mirror cavities.
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On the other hand, semiconductor materials also host electronic ex-

citations that can be used for the study of light matter interactions.

Among these, excitons are of particular interest to us. Excitons are

electron-hole pairs bound by coulomb interaction [43, 165], which appear

as very sharp resonances in absorption and photoluminescence measure-

ments, with exciton lifetimes that can be found in the order of a few

picoseconds [166, 167]. In bulk semiconductors, excitons have binding

energies of the order of the few hundred meVs, which already hints at

the possibility of exploiting these excitonic resonances as light sources

for light matter interaction at room temperature. It is important to

note that in general2, higher exciton binding energy is also accompanied

by larger excitonic transition dipole moments. Thus �nding materials

which present excitons with increased binding energies is desirable not

only to operate at room temperature, but also to reach ever stronger

regimes of light-matter interaction. Since charge screening is weaker in

lower dimensional systems, higher exciton binding energies appear in

2D semiconductors like the family of transition metal dichalcogenides

(TMDs) [77, 168]. Materials in this family are ideal for coupling to

optical resonators since they interact strongly with light through sharp

excitonic modes, and have been previously used to demonstrate strong-

coupling phenomenology [169�171]. Furthermore, these excitons have

high binding energies of a few hundred meV, making them stable even

at room temperature [172], particularly in the monolayer limit [166, 173�

175]. Moreover, in these materials, 2D monolayers only interact weakly

among each other, and mainly by Van der Waal's forces, which allows

them to retain the large excitonic binding energies and bright transition

dipole moments of the isolated monolayers even when multiple layers are

stacked3. Of course this anisotropy in the electronic structure leads to

an anisotropic optical response as we will later show. In the second part

of this chapter we will show how strong light-matter coupling can be

reached between few layers of a TMD, and a nanophotonic nanostruc-

ture with deeply subwavelength optical con�nement.
2At least for typical direct parabolic valence and conduction bands.
3An extreme case of this is CrSBr, which besides behaving as a Van Der Waal's

2D material, due to extreme in-plane anisotropy, it e�ectively behaves as a 1D ma-
terial [176], displaying very bright excitons, even in the bulk limit.
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3.2 Fluorescence triggered by β-decay

As anticipated, in this section we will study how the fast charged particles

generated in β-decay can be used to trigger �uorescence, and how one

can use nanophotonic techniques to greatly enhance this signal. The

results on this section are based on [P2] and they were carried out in

collaboration with the group of Prof. Vinod Menon at City University

College, New York. Note that although free electrons are routinely em-

ployed in the context of nanophotonics [151, 152, 154, 171, 177], the use

of radionuclides to generate them has not been explored so far within the

community. However, in the �eld of medical diagnosis these radiotracers

are customarily used in PET scanners, and therefore the present work

intends to extend and enhance the diagnosis and imaging capabilities of

already existing techniques. In what follows, we introduce previous ef-

forts in the medical �eld to exploit the light generated by moving charges

to motivate the setup under study.

Previously, we introduced that free charges moving at constant speed,

due to the evanescent nature of their electric �eld in vacuum, can only

exchange energy when they come across some optical modes in their

close vicinity. However, it is also possible for moving charges to radi-

ate in an homogeneous medium if their speed is larger than the phase

speed of light in such medium, i.e., if they are superluminal. This phe-

nomenon is known as Cherenkov radiation (CR) [178], and although it

was discovered in the context of radioactive solutions in water, it has

also been found to happen from the radionuclides (such as 18F or 124I)

used in PET imaging [160, 161]. Therefore, the prospect of exploiting

these complementary light emission mechanisms led to the development

of 2-channel imaging techniques [179, 180] by imaging the γ-rays (in

the ∼ 100 keV range) generated by electron-positron annihilation (as

in the traditional PET scans), and the CR that β-particles create as

they travel through tissue. Combining these two channels would lead to

shorter acquisition times and higher spatial resolution [181], while also

allowing to use ideas from nanotechnology to modulate the CR [182,

183]. For instance, in Fig. 3.1 we show some preliminary experimental

results from the group of Prof. Vinod Menon, where they demonstrate
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Figure 3.1: Experimental proof-of-principle of the enhancement of CR
signal through a hyperbolic metamaterial. a) Yttrium-90 nanoparticles
deposited on top of a hyperbolic medium composed of stacks of aluminium
oxide, silver, and germanium. b) CR signal recorded with a �lter at 620
nm, demonstrating the signal enhancement.

enhanced CR signal stemming from nanoparticles made of Yttrium-90

isotope deposited on top of a planar hyperbolic medium.

Nonetheless, imaging through with CR has two main shortcomings

that make this strategy non-viable: �rst, β-particles only meet the

superluminality condition for a few mm away from the radioisotopes.

Secondly, the CR spectra4 in an homogeneous, non-dispersive medium

yields a power spectra P (ω) ∝ ω, which is peaked at the ultraviolet,

outside the transparency window of biological tissue found in the near

infrared [186], leading most of the emitted CR to be absorbed. These

two factors lead the CR signal to be orders of magnitude smaller than

ambient light [187]. This low brightness is the main hurdle to overcome

in order to make CR-based imaging techniques viable.

One of the most promising avenues to overcome the limitations of

CR is to combine the radiotracers with �uorescent agents, which present

promising properties for their use in room temperature applications.

This scheme is known as Secondary Cerenkov-induced Fluorescence Ima-

ging (SCIFI) [188, 189], and it usually utilizes quantum dots or molecules

with large Stokes Shift attached to the radiotracers. These molecules get

excited by the CR emitted in the β-decay of the radionuclides and are
4Described by the Frank-Tamm formula [184, 185].
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chosen so that their emission is in the visible or infrared, within the bio-

logical transparency window [187]. Furthermore, this scheme allows to

minimize the impact of the two main constraints of �uorescence imaging:

the limited penetration depth and the tissue auto�uorescence under ex-

ternal illumination [181, 182]. Moreover, recent developments in nano-

photonics have led to an unprecedented degree of control over the spec-

tral [190] and spatial [191] characteristics of CR. With demonstrations in

the theoretical and experimental domains using metamaterial [183, 192�

194] and plasmonic [195�197] ideas. However, the proposed structures

are unsuitable for their medical use due to their extended character.

In this section, we apply plasmonic metamaterial ideas to SCIFI

and design spherical hyperbolic nanocavities [198] to enhance the �uor-

escence triggered by the travelling β-particles. The structures under

study are depicted in Fig. 3.2(a), where a dielectric core, in which a

�uorescent emitter is embedded, is surrounded by alternating, nm-thick,

metal-dielectric layers. This con�guration is the spherical equivalent of

inde�nite bulk metamaterials [190, 199]. Radiotracers are attached to

the surface of the nanocavity, which after experimenting decay will trig-

ger �uorescence.

3.2.1 Theoretical Approach

In order to evaluate the performance of the hyperbolic cavities, we �rst

introduce the �uorescence enhancement factor, fE . In steady state con-

ditions, it is de�ned as the �uorescence count rate per emitter normal-

ized to some reference con�guration [200]. In the weak excitation limit

(below �uorophore saturation) it can be written as

fE =

(
|E|
|E0|

)2

× ϕ

ϕ0
. (3.1)

In this expression, the processes of excitation and emission are factored

in independently. The �rst term captures the enhancement in the excit-

ation rate of the �uorophore (assuming random orientation), i.e., how

many more photons make it to the �uorophore when it is in the cavity,

|E|2, as compared to the reference con�guration, |E0|2. In the present
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Figure 3.2: a) Render of the hyperbolic nanocavities under study. The
cavities are composed by a silica core, surrounded by silver (black) and
silica (grey) layers. Radioisotopes attached to the surface (yellow) emit
positrons (red) by β-decay that then trigger the �uorescence (violet) of
an emitter placed at its center. b) Fluorescence enhancement spectra for
bare SiO2 spheres of various sizes normalized to free space. These will
serve as the benchmark against what we will compare the performance of
our nanocavities.

case, the source that triggers �uorescence are β particles generated from

radioactive decay, and we take lossless dielectric spheres of the same

total size of the cavity as reference. In particular these will be made

of silica, which is widely used in medical imaging research [180]. The

second term in Eq. (3.1), on the other hand, represents the change in

the �uorescence quantum yield of the composite system, ϕ, as compared

to the reference, ϕ0. We assume that the �uorophores have a perfect

intrinsic quantum yield (ϕ0 = 1), thus, ϕ/ϕ0 = ϕ < 1. Therefore, this

term captures the quantum yield loss due to the introduction of absorp-

tion in the system. The problem can be simpli�ed by neglecting the

Stokes shift of the molecule, which allows to evaluate the excitation en-

hancement and quantum yield loss at the same frequency5. It is worth

noting that although simple, Eq. (3.1) has allowed to accurately describe

5Despite this, note that the formalism that follows would be perfectly applicable
for the case in which the Stokes shift is accounted for.
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the modi�cation of the radiative properties of �uorescent agents [49] in

the presence of various plasmonic nanostructures [201, 202].

The nanocavities (shown schematically in Fig. 3.2(a)) for which we

solve Maxwell's equations in order to obtain the fE in Eq. (3.1) are

composed by a spherical core of radius Rin = 11 nm made from silica

(n = 1.5) that is covered by alternating spherical shells made from

silver (modelled through the refractive index given in Ref. [203]) and

silica. The �uorescent molecule will be modelled as a point dipole and

will be placed in the centre of the cavity. The radiotracers are attached

to the outside of the nanocavity, with radius Rtot and the β-decay and

subsequent CR generation is modelled by a current line, equivalent to

the current generated by a single positron [204, 205], that runs parallel

to the nanostructure's surface at a distance of 3 nm, corresponding to

the size of the radionuclide. The positron's energy is assumed to be of

50 keV, which guarantees that no CR emission would take place in an

homogeneous aqueous medium.

Since the cavity has spherical symmetry, one can expand the �elds

in terms of vector spherical harmonics [185], and then apply a transfer-

matrix [206, 207] formalism to (semi)analytically evaluate the fE . In

what follows, we outline the derivation, but more details can be found

in the Appendix B. First, by the use of the vector spherical harmonics,

the electric �eld in the nth layer of the cavity can be written as

Eα,n(r) =
∑
l,m

[
Aα,l,m(n)Jα,l,m(kn, r) +Bα,l,m(n)Hα,l,m(kn, r)

]
. (3.2)

Where α labels the polarization of the mode (TE or TM), l and m

are the usual angular momentum indices in the spherical harmonics,

and Jα,l,m and Hα,l,m are the spherical vector harmonics, whose radial

dependence is given by spherical Bessel and Hankel functions of the �rst

kind respectively. Next, one needs to construct the transfer matrices that

satisfy the electromagnetic continuity conditions between two media,

and thus relate the amplitudes of the electric �eld in two consecutive
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layers: (
Aα,l,m(n+ 1)

Bα,l,m(n+ 1))

)
= T+

α,l(n)

(
Aα,l,m(n)

Bα,l,m(n))

)
. (3.3)

For a nanocavity of N metallo-dielectric layers, the �elds at the centre

(n=0) and outside of the cavity (n = N +1), are then connected by the

ordered product of these matrices. We de�ne this ordered product as

Mα,l = T+
α,l(N)T+

α,l(N − 1) . . . T+
α,l(1)T

+
α,l(0). (3.4)

Once this matrix is known, the expressions for the �eld enhancement,

and the total (T ) and radiative (R) Purcell factors of the �uorophore in

the nanostructure are given by

E =
Ein

⟨ME1⟩11
, (3.5)

PT = ncoreRe

[
1−

⟨ME1⟩12
⟨ME1⟩11

]
, (3.6)

PR = n2core

∣∣∣∣det(ME1)

⟨ME1⟩11

∣∣∣∣2 . (3.7)

In these expressions, Ein is the �eld incident on the system evaluated

at the �uorophore's location, ncore is the refractive index of the central

region of the nanocavity, and the ⟨M⟩ij notation is used to denote the

i-th column and j-th row of the matrix. These expressions attain this

simple form since only the TE modes with l = 1 have non-zero value

at the centre of the sphere (See Appendix B). In order to evaluate fE ,

one needs to evaluate the �eld enhancement normalized to the refer-

ence case (a SiO2 nanoparticle of equivalent size), which from Eq. (3.5)

gives |E/E0| =
〈
M0

E1

〉
11
/ ⟨ME1⟩11, where the zero superscript is used

to indicate the reference quantity. To evaluate the quantum yield, one

just has ϕ = PR/PT obtained from above. In Fig. 3.2(b) we show the

�uorescence enhancement factor (normalized to vacuum) for the refer-

ence silica nanoparticles, demonstrating small �uorescence attenuation
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(0.5 ≤ fE ≤ 1) for subwavelength nanoparticles, and a moderate en-

hancement (fE ≈ 2) for larger radii due to the presence of Mie reson-

ances [208]. The small deviations from the free-standing con�guration

make these lossless particles a good reference to compare our cavities

against.

3.2.2 Periodic Nanocavities

Once the framework has been introduced, we begin by investigating

the simplest con�guration in which all metallo-dielectric layers have the

same width, d. This gives a characteristic spatial period to the structure

of 2d = Rn+2 − Rn. These cavities have been explored in the context

of low-threshold lasing [209] and second harmonic generation [210]. If

the periodicity is much smaller than the free-space wavelength of light,

one can use a metamaterial description [198]. The corresponding ex-

pressions for the permittivity tensor, borrowed from the bulk planar

counterpart [199, 211, 212], are given by

ϵr =
ϵAgϵSiO2

(1− η)ϵAg + ηϵSiO2

, (3.8a)

ϵt =ηϵAg + (1− η)ϵSiO2 , (3.8b)

for the radial and tangential components respectively, with η being

the �lling fraction. At η = 0.5, one has that Re(ϵtϵr) = Re(ϵAg)ϵSiO2 ,

which is negative if ω < 3.8 eV (the silver plasma frequency [203]),

demonstrating the hyperbolic character of these cavities6.

Fig. 3.3 contains a comprehensive study of the properties of the hy-

perbolic cavities with η = 0.5 and di�erent geometrical sizes. This is

parametrized by the total radius: Rtot = Rin +Nd, where Rin = 11 nm

is the silica core radius and N the number of layers forming the shell.

Columns indicate N from 1 (left) to 7 (right), while each row contains a

di�erent magnitude (top to bottom): �eld enhancement, |E/E0|, radi-
ative Purcell, PR, quantum yield, ϕ, and �uorescence enhancement, fE .

We observe that the core-shell nanoparticle's [213] (N = 1) behaviour is

6In Appendix C, we show that this assertion also holds for a more sophisticated
homogeneization scheme, derived speci�cally for spherical multilayers.
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Figure 3.3: Spectral characteristics of hyperbolic spherical cavities. Dif-
ferent �gures of merit for the hyperbolic cavities are shown as a function
of frequency, ω, and total cavity size, Rtot. Rows from top to bottom
represent the di�erent magnitudes: �eld enhancement, radiative Purcell,
quantum yield and �uorescence enhancement, while the columns (from
left to right) correspond to a di�erent number of metallodielectric layers
of the cavity: core-shell (N = 1) and hyperbolic cavities with N = 3, 5
and 7.

markedly di�erent from the rest of the cases, with its optical response

being the weakest. Only for Rtot < 30 nm (see insets in the left column),

the silver thickness becomes comparable to the skin depth and localized

plasmons modes appear above 3 eV. For ever-smaller cavities, these loc-

alized plasmons red-shift due to hybridization e�ects [214]. Regardless,

due to the strong optical absorption in this spectral range, the quantum
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yield is strongly reduced, leading to weak �uorescence enhancements

(fE < 50).

On the other hand, the panels in the three right columns of Fig. 3.3

show that the hyperbolic cavities behave markedly di�erent than the

core-shell case. Remarkably, these panels reveal that the behaviour

is very similar for all N , indicating that these are indeed behaving as

metamaterial-cavities. The optical response of these hyperbolic cavit-

ies is dominated by two maxima in the �eld enhancement and radiative

Purcell, which become stronger for larger N . The high frequency reson-

ance (ω ≈ 2.7 eV) vanishes for Rtot > 50 nm, while the lower frequency

mode (ω ≈ 1.8 eV) remains relevant for much larger structures. As we

will show later, this di�erent dependence with the cavity size of the two

modes stems from their di�erent natures. Due to the reduced impact of

optical absorption, the quantum yield maps develop a broad maximum

between the two optical resonances, reaching quantum yields superior

to 60%. These magnitudes combine to produce a �uorescence enhance-

ment that is dominated by the higher-frequency mode for Rtot ≤ 50 nm,

and by the lower frequency mode for 50 nm ≤ Rtot ≤ 120 nm, while for

larger cavity size, optical losses lead to a much smaller fE .

To gain further insight into the nature of these modes, numerical

simulations are performed with COMSOL. In Fig 3.4(a,b), we show the

numerical electric �eld intensities for the case of Rtot = 60nm andN = 7

for ω = 1.8 eV and ω = 2.7 eV. The spatial structure of the resonances

gives information about their nature: �elds in the lower frequency res-

onance (ω = 1.8 eV) are strongly localised in the �rst (and second) silica

layers indicating that this is a whispering-gallery mode, while the �elds

in the higher frequency resonance are evanescent away from the inner-

most metallic layer, indicating that it is a localized surface plasmon [214].

Furthermore, this interpretation is validated by the dependence of the

modes on the total cavity size in Fig. 3.3. This numerical tool also allows

to validate the semi-analytical calculations. In Fig 3.4(c), we compare

the analytically calculated fE (black line) and the numerically obtained

counterpart (purple circles), demonstrating excellent agreement. For

both of these results, it was assumed that the �uorophore was located

exactly at the centre of the cavity, however, one can test the robustness
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Figure 3.4: Electric �eld intensities for a N = 7 hyperbolic nanocavity
with Rtot = 60 nm obtained at a) ω = 1.8 eV and b) ω = 2.7 eV. Green
lines are used to indicate the boundaries between adjacent regions. c)
Fluorescence enhancement spectra for the same cavity above obtained by
the semi-analytical (black) and numerical (purple circles) methods. Or-
ange squares and yellow triangles display the e�ect on the fE of displacing
the molecule within the cavity's core. For each of these datasets the mo-
lecule was displaced 3 and 6 nm respectively.

of these results through numerical simulations by modifying the position

of the molecule. In Fig 3.4(c) we show the fE spectra obtained by the

spatial and orientational averaging of molecules located 3 nm (orange

squares) and 6 nm (yellow triangles) away from the center. As expected,

the whispering gallery mode at 1.8 eV is insensitive to this averaging,

while the evanescent nature of the plasmon modes at higher frequencies

leads to a strong alteration of the fE . This behaviour of the fE in the
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plasmon resonance can be understood from the presence of higher order

plasmonic dark modes [215, 216]. As the molecule is placed closer to the

silica-silver interface, these higher angular momentum modes (that are

more tightly bound to the interface) become excited, which leads the fE
spectra to develop the new features.

3.2.3 Optimized Nanocavities

Since the transfer matrix formalism provides a quasi-analytical solution

that can be evaluated orders of magnitude faster than any numerical

implementation, it is then compelling to use it to optimize these hy-

perbolic nanocavities. Particularly, in this section we will see how one

can signi�cantly enhance the fE (up to a 104 factor) at a given opera-

tion frequency, ωopt, through the tuning of the thickness of the di�erent

nanocavity layers. Therefore, for a N -layer nanocavity, we set up an

N -dimensional optimization problem by applying a particle-swarm op-

timization (PSO) method [217�219]. In this family of algorithms, a

set of candidate solutions (particles) are initially randomly generated

to span the search space, and then iteratively evolved according to a

simple set of dynamical equations. These dynamical equations contain

forcing terms that relate to the best solution found by each particle, and

more crucially, to the best overall solution found by the swarm. This

sharing of information among individuals is what creates the �ocking

behaviour of the particles in the swarm, and allow to e�ciently explore

the design space, overcoming local minima. This method of optimiza-

tion has gathered much attention lately due to its versatility and ease

of implementation [220]. In Appendix B we give technical details about

the implementation we use.

Fig. 3.5(a-d) presents the outcome of the geometry optimization for

cavities of 1, 3, 5 and 7 layers respectively. For all these designs, the

radius of the core is �xed at Rin = 11 nm, and the thickness of the

di�erent layers is free to change. The maps show the fE spectra as a

function of the optimization frequency. The dotted black line represents

the condition ω = ωopt, along which the fE spectra develops its max-

ima and the white solid lines correspond to the di�erent resonances of
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Figure 3.5: (a-d) fE spectra of PSO-optimized cavities for nanoshells of
1, 3, 5, and 7 (a to d respectively) metallo-dielectric layers as a function of
optimization frequency, ωopt. For all these designsRin = 11 nm. The black
dotted line marks the condition ω = ωopt, and the solid white lines indicate
the resonances of the structures obtained by the condition ⟨ME1⟩11 = 0.
(e) fE spectra of PSO-designed cavities of 3, 5 and 7 layers for di�erent
ωopt: 0.75, 1.42, and 2.08 eV, indicated by the faint horizontal lines in
panels (b-d). Dotted lines show the maximum fE obtained along the
condition ω = ωopt for the cavities of di�erent layer number.
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the optimized nanocavities, obtained from the condition ⟨ME1⟩11 = 0.

This is equivalent to the scattering resonant condition in Mie formal-

ism [208], see Appendix B for more details. Fig. 3.5(a-d) shows that the

fE maxima in the PSO-cavities is obtained by the spectral overlapping

of di�erent resonances. At high ωopt this mechanism is not very e�ective,

and only the localized surface plasmon (already present in the core-shell

case in Fig. 3.5(a)) is e�ectively matched to the resonance condition. For

lower optimization frequencies, the PSO algorithm is able to e�ciently

shift the resonance frequency of other modes present in the multilayered

cavities through geometrical tuning and making them coalesce onto the

optimization frequency. As a consequence, for optimization frequencies

nearing the infrared, the PSO algorithm is able of producing very large

fE factors, that get larger as the number of available modes is increased

i.e. as the number of layers of the cavity grows.

In order to more clearly compare the outcome of the optimization for

the di�erent cavities, we show in solid lines in Fig. 3.5(e) the fE spectra

for the optimized cavities of 3 (purple), 5 (orange) and 7 (yellow) layers

for three di�erent optimization frequencies, indicated as horizontal black

lines in Fig. 3.5(b-d). One observes that the spectra obtained for each

ωopt do not overlap with each other, due to their single-peaked nature.

However, the resulting maxima get stronger and narrower for decreasing

optimization frequency. In dotted lines, we show the fE value along

the condition ω = ωopt, demonstrating how the maximum fE attainable

through optimization grows and redshifts as the number of layers, N

is increased. As we have shown in Fig. 3.5(a-d), this behaviour comes

from having more available modes for larger number of metallodielectric

layers that are frequency matched much more e�ciently at near-infrared

frequencies. In contrast, the fE enhancement achieved at higher frequen-

cies is virtually the same for cavities of all di�erent layer number. This

shows that indeed, the hyperbolic cavities can only achieve signi�cant

�uorescence enhancement through a localized plasmon resonance.

Next, we take a look at the geometric characteristics of the PSO-

designed cavities. The panels of Fig. 3.6 show the electric �eld amp-

litude evaluated at ω = ωopt for the N = 7 cavities obtained for the

optimization frequencies in Fig 3.5(e): 0.75 eV (a), 1.42 eV (b) and
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Figure 3.6: Resonant electric �eld amplitude in log scale for N = 7
cavities at ωopt: a) 0.75, b) 1.42, and c) 2.08 eV. The amplitude of the
electric �eld at the center of the cavity has been set to the same value
in all cases and the �elds are plotted in a base 2 logarithmic scale. The
boundaries between layers is shown in green solid lines and the white scale
bar is 100 nm long in the three panels.

2.08 eV (c). The boundary between di�erent layers is shown in solid

green line, and the white scale-bar is 100 nm in all panels. This �gure

demonstrates that the optimized cavities are characterized by a highly

anisotropic thickness distribution of the layers, far from the periodic case

studied in Sec. 3.2.2. As ωopt is increased, the geometrical properties of

the cavities are modi�ed. Particularly, the silver layers become thicker

and cavity size is reduced as the optimization frequency increases. This

change in geometry is accompanied by a smooth change of the optical

resonance behind the fE optimization: at low frequency, in Fig. 3.6(a)

the �elds are tightly contained within the innermost dielectric layers.

At ωopt = 1.42 eV, in Fig. 3.6(b), �elds still mainly exist within the

dielectric layer, but with signi�cantly larger spreading. On the other

hand, in Fig. 3.6(c), at ωopt = 2.08 eV the �elds penetrate considerably

within the silver layers, with an intense evanescent tail spilling out of

the cavity. This transition demonstrates the transition from whispering

gallery-modes at 0.75 eV to localized surface plasmons at 2.08 eV.

In Fig. 3.7 we give a more complete view of the geometrical proper-

ties of the PSO-designed cavities. Fig. 3.7(a) shows the radial structure

of the optimized cavities of 3, 5 and 7 layers as a function of ωopt. The

solid lines indicate the dielectric-metal boundaries, and the shaded re-

gions indicate the metallic layers. In this �gure, one can clearly observe
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Figure 3.7: Legend shared by all panels. a) Radial distribution of PSO-
designed cavities of 3, 5 and 7 metallo-dielectric layers. Solid lines indicate
the boundaries between the regions. Colour-shaded areas correspond to
the silver layers, while the un-coloured regions are made of silica. b) Total
external radius of the optimized designs, with inset showing how the core-
shell nanocavity (N = 1) is the only one that monotonically increases in
size with increasing ωopt. c) Metal �lling fraction of metal in the PSO-
designed cavities. Dashed line shows the condition for which ϵt(ωopt) = 0.

that the trend outlined before applies to all the designs: at low ωopt

the cavities are composed of thin metallic shells separating large dielec-

tric regions. As the desired operation frequency is increased, the design

yields thicker metallic shells, and when ωopt ≈ 2 eV, only the localized

surface plasmon mode is available and the innermost and outermost

metallic shells of all designs become almost identical, with intermedi-

ate metallic shells remaining thin. Regarding the size of the designs,

Fig. 3.7(b) shows that all designs at high frequencies tend to have the
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same size, again due to the role of the localized plasmon as the main

mechanism available for enhancing the �uorescence. When diminishing

the optimization frequency, all cavities except the core shell (N = 1,

shown more clearly in the inset) increase in size, with the design getting

larger the more layers it contains.

One can see however, that this happens in a very particular way. In

Fig. 3.7(c) we show the metal �lling fraction in the optimized designs

and remarkably, all designs follow the same trend going from negligible

�lling fraction at infrared frequencies to around 0.5 �lling near 3 eV.

In particular, the multilayer nanocavities all have perfectly overlapping

�lling fraction. We remark that this �lling fraction is not given by the

usual de�nition of the fraction of volume occupied by a given material,

but it is instead de�ned as the fraction of the radial distribution occupied

by it, hence the linear subtext in ηlinear. The motivation behind this

choice is that for spherical multilayer systems, the e�ective tangential

permittivity (Given in Appendix C) depends on this quantity, and not

on the volumetric counterpart. Interestingly, all �lling fraction curves in

Fig. 3.7(c), lay very close to the condition that gives Re(ϵt(ωopt)) = 0,

shown as a black, dashed line. From the expression for ϵt in Eqs. (3.8),

the �lling fraction that satis�es this condition is given by

ηϵt=0 =
ϵSiO2

ϵSiO2 − Re(ϵAg(ωopt))
. (3.9)

Upon insertion of this �lling fraction into the expressions for ϵr and ϵt
in Eqs. (3.8), one �nds that Re (ϵr(ωopt)ϵt(ωopt)) < 0 for ωopt < 3.8 eV,

which allows to argue that in spite of their structural inhomogeneity,

the PSO designs perform as hyperbolic cavities within the visible and

infrared regimes. This conclusion is again backed by the less transparent

e�ective permittivity derived for spherically layered systems given in

Appendix C.

Conclusions

In this section we have seen how the main theoretical concepts of nano-

photonics may be applied for technological applications, in particular,

in the �eld of �uorescence imaging. Through the use of light-matter



3

3.3. Electroluminescence to probe strong-coupling 93

interactions, we modify the radiative properties of quantum emitters

and show that very signi�cant enhancement of the �uorescence signal

triggered by radioactive β-decay can be obtained through the use of

hyperbolic nanocavities. Furthermore, thanks to our semi-analytical

framework, we are able of very quickly determining the response of any

given design, which we leverage to perform e�cient numerical optimiza-

tion of the nanocavity designs. The optimized designs boast an enhance-

ment of the �uorescence signal close to 4 orders of magnitude, almost a

100-fold increase with respect to the previously studied periodic spher-

ical case.

The hyperbolic nanostructures under study, alternating silver and

silica spherical shells, form part of a larger e�ort in the scienti�c com-

munity of designing hybrid metal-dielectric nanostructures for nanopho-

tonics [60�63, 221�223]. Bringing these two material families together

can lead to designs that boast both the long lifetimes of dielectric res-

onators, together with the high �eld con�nement of plasmonic nanocav-

ities. In the present case, the higher weight of the �eld enhancement in

fE leads the optimized cavities to display very high �eld con�nement,

and in general, plasmonic behaviour, as can be seen from the moderate

quality factors of the resonances in Fig. 3.7(e). However, through the

tuning of the geometrical degrees of freedom these hybrid nanocavities

allow for extreme tunability of the cavity resonance from the near UV

to almost the frontier between the near and mid-infrared.

3.3 Electroluminescence to probe strong-coupling

As shown in the beginning of this thesis (Section 1.2), light-matter in-

teraction leads to di�erent phenomenology depending on the magnitude

of the interaction strength. When these entities interact weakly, the

dominant phenomenology is characterized by the modi�cation of radi-

ative rates [224, 225], as we have seen in the previous section. However,

when the interaction strength is large enough, the light and matter com-

ponents of the system hybridize, forming part light-part matter states

known as polaritons [41, 226]. The transition between these two re-

gimes as the interaction strength is progressively increased is signalled
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by �rst, the appearance of a dip in the cavity scattering spectra due to

the absorption of the matter component [227, 228], and then through

the development of the so-called Rabi doublet, which marks the trans-

ition into the strong-coupling regime [41, 226, 229]. The optical response

of the strongly coupled system can be highly sensitive to the quantum

state of the matter excitations [226], which provides a means of manip-

ulating quantum states of light and can enable high-�delity quantum

operations [230�232] and nonclassical photon generation [233, 234].

To reach the strong coupling regime, a coherent excitation exchange

must be established between the light and matter components, and

therefore it is required that the interaction strength is larger than the

multiple decay mechanisms present. In what follows we present a sim-

pli�ed picture of the paradigmatic case of an atom inside a single-mode

optical cavity and discuss the relevant �gures of merit for reaching the

strong coupling regime. In this situation, the atom-cavity coupling

strength, g, can be estimated to be [12]

g =
µ

ℏ

√
ℏω0

2ϵ0V
, (3.10)

where µ is the transition dipole moment of the atom, ω0 is the resonant

frequency of cavity and V is the mode volume of the optical cavity. For

an optical mode with a Lorentzian pro�le, one has that the linewidth

of the resonance is directly related to the decay rate as ∆ω = γ/2, and

therefore the quality factor of such cavity may be written as Q = 2ω0/γ.

Thus, in order to be in the strong coupling regime (g > γ), the atom-

cavity system must ful�l:

µ
Q√
V
> 2
√

2ϵ0ℏω0. (3.11)

The usefulness of this inequality resides in that it very neatly connects

to the two main strategies that have been employed to reach the strong

coupling regime. On the one hand, dielectric cavities and traditional

setups employed in cQED rely on maximizing the quality factor to

increase the con�nement time [163, 164], whereas on the other hand,

plasmonic structures can host modes characterized by very small mode
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volumes [235], providing very large coupling strengths. In this section,

we will go the plasmonic route, and exploit the large �eld con�nement in

nanometric metallic gaps. We note that the use of the mode volume to

characterize the coupling strength is inherited from the pioneering works

on the perturbation theory of radiofrequency cavities [236] and the con-

trol of spontaneous emission in them [237] and, while its use in high-Q

cavities is valid, this concept does not provide an accurate description of

the modi�cation of radiative properties of emitters coupled to plasmonic

cavities [238], in which various optical modes with linewidths comparable

to their spectral separation are usually present [216]. Nevertheless, this

limitation can be overcome by tackling the problem through a Quasi-

Normal Mode approach and with an appropriate rede�nition of the mode

volume [239], or through alternative mQED-based quantization proced-

ures [31]. Furthermore, Eq. (3.11) indicates that in order to boost the

interaction strength, emitters with large dipole moments are desirable.

In our particular case, we will be coupling a nanoscale resonator with

the excitons present in a transition metal dichalcogenide (TMD).

Generally speaking, the probing of individual, strongly-coupled quantum

emitters is done through di�raction-limited far �eld probes [240]. This

strategy becomes problematic when dealing with excitonic materials

coupled to plasmonic nanocavities, since these excitations are present

over the whole sample and the extent of the plasmonic cavities is usu-

ally much smaller than the size of the di�raction-limited excitation spot.

This then leads to the direct excitation of a very high proportion of ex-

citons uncoupled to the cavity, obscuring the signal scattered from the

strongly coupled ones. This can be remedied to some extent by em-

ploying techniques such as dark-�eld spectroscopy [170] or di�erential

re�ectance spectroscopy [241]. Nevertheless, near �eld probes such as

EELS [171] provide a much more compelling candidate for the study of

these interactions since one may directly target the region of interest.

In this section, we will explore the use of plasmonic nanostructures

to realize nanoscale strong coupling when coupled to a TMD, and to

simultaneously provide a local probing mechanism of the strong-coupling

when electrically driven [P3]. The results shown in this section originate

from the collaboration with the experimental group of Prof. Douglas
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Natelson at Rice University. First, we will give a brief introduction to

how electrically driven sources can produce light. Then, by coupling a

plasmonic nano-junction to a few-layer TMD, we demonstrate polariton

formation between localized surface plasmons and the TMD's excitons,

and present this novel approach, which uses electrical driving to locally

probe strong light-matter interaction at the nanoscale.

3.3.1 Electrically driven light emission

Electroluminescence (EL) is the process of light emission upon the pas-

sage of an electrical current. It can be understood as a consequence

of the radiative recombination of electron and holes in a material, with

its most widespread technological application being light-emitting di-

odes (LEDs). In this section however, we focus on light emission from

tunnelling currents. The process by which these currents emit light is

schematically depicted in Fig. 3.8, which shows the energy landscape

of a biased metallic junction (bias voltage Vb) that has a dielectric po-

tential barrier between the electrodes. Electrons tunnelling through the

gap may do so without losing energy, before relaxing to the Fermi level

through processes such as electron-phonon scattering. This is known as

elastic tunnelling (dashed, horizontal arrow). However, in the presence

of some optical density of states in the junction, electrons may emit a

photon into any of the available optical modes before reaching the destin-

ation electrode as shown by the solid arrow in Fig. 3.8(a). This process

is known as inelastic electron tunnelling (IET). In plasmonic junctions

these IET events can excite surface plasmons, which can be detected

when they radiatively decay into the far �eld. From energy conservation

arguments, there will be a cut-o� for the energy of the optical radiation

produced given by hν ≤ eVb [242�245]. Nevertheless, if the electron gas

in the electrodes is at some �nite temperature or in a non-equilibrium

distribution, photons can be produced at energies above the applied bias

by the tunnelling of hot carriers [162, 243, 245�249]. This results in what

is known as over-bias emission.

Experimental demonstrations of light emission from IET now span

almost half a century, with the �rst experiment by Lambe & McCarthy
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Figure 3.8: Schematic representation of the processes of elastic (dashed
line) and inelastic (solid line) electron tunnelling through a metallic junc-
tion in which a photon emission process takes place.

taking place in 1976 [242]. Subsequent demonstrations of IET pro-

cesses can be broadly framed within three di�erent research communit-

ies: earlier works were produced within the solid state community invest-

igating vertical tunnel junction [155], while later on IET was discovered

in scanning tunnelling microscopes (STMs) [156], and even more re-

cently, within the nanophotonics community there have been e�orts to

use this mechanism to realize electrically-driven optical antennas [157�

159]. The theoretical modelling of light emission from the IET process

in subnanometric metallic junctions is uniquely challenging due to the

convergence of di�erent orders of magnitude [250]. On the one hand,

the metallic structures that host the optical density of states required

for the IET mechanism are usually much larger than the nm scale, which

directly forbids the use of ab-initio tools and favours a classical descrip-

tion of the EM �elds. However, due to the subnanometric nature of the

tunnelling gap and the high localization of the optical �elds in the junc-

tion, non-local e�ects in the electrode's permittivity can play a relevant

role [251], which in principle calls for the use of quantum-corrected or

hydrodynamic models of metals [252, 253]. Furthermore, the quantum

nature of the tunnelling process and electronic density of states of the
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electrodes needs to be somehow interfaced with the results of classical

electromagnetic calculations, with all of these factors being relevant for

the proper description of the light emission process. Luckily, over the

last 50 years of research several alternative modelling approaches for the

problem have been explored, from which we will draw inspiration [254�

257]. See [258] for a comparison of the di�erent strategies employed in

the past.

In what follows, we access the strong coupling regime in the interac-

tion between the localized surface plasmons (LSP) [259] of a plasmonic

junction and the excitons present in a TMD. The sub-nm sized gap

between two metallic electrodes serves as an ultra-con�ned plasmonic

nanocavity where incoherent photons are generated by hot carrier EL

[162, 246, 247]. When a TMD is coupled in the near �eld to the nanogaps

LSPs, the resulting exciton polaritons strongly modify the radiative local

density of states that governs the IET process, resulting in the obser-

vation of the polaritonic resonances in the far-�eld spectra. The EL

emission thus acts as an extremely local, near-�eld probe of plasmon-

exciton polariton physics and a new means of controlling the �ow of

energy at the nanoscale through changing the dielectric environment.

3.3.2 Experimental setup and measurements

We begin by �rst showcasing the experimental devices fabricated by the

group of Prof. Douglas Natelson at Rice University. In Fig. 3.9(a) we

show a scanning electron microscope image of a nanoscale junction. The

nanogap is created by the use of an electromigration technique [162],

which results in the creation of a sub-nanometric tunnelling junction.

Due to the stochastic nature of the electromigration process, atomic-

scale irregularities are found over the nanogap region. The geometric

dimensions of the junction were chosen so as to have a resonant mode at

around 1.7 eV [162]. In Fig. 3.9(b) we show the EL spectra obtained from

such junction. Note that the measured photon energies are well above

the bias voltage, indicating that photon emission is dominated by over-

bias emission due to the plasmon-enhanced radiative recombination of

hot carriers [162, 243, 245�249]. The broad peak that appears in the bare
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Figure 3.9: Schematics of experimental setup and various characteriz-
ation for the TMD and EL spectrum. a) Scanning electron microscope
image of the tunnelling junction formed after the electromigration pro-
cess. b) EL spectra (no polarization selection) for a bare gold junction at
di�erent biases with a zero-bias conductance of 0.11G0 (G0 ≡ 2e2/h, with
e the electron charge and h, Plancks constant), plotted together with the
PL spectrum (no polarization selection) for a plain bilayer of WSe2 high-
lighting the presence of the A-exciton peak. c) Polarization selected EL
spectra for bare gold junctions extracted from Ref. [162]. d) schematic of a
fabricated hybrid TMD-on-gap structure and e) the diagram of plasmon-
exciton coupling coupled to electrically driven tunnelling within the gap.
f) Electron microscopy image of an electro-migrated junction with TMD
on top. The scale bar in the �gure is 2 µm. >Red rectangle indicates the
junction location and the green rectangle the TMD �ake edge.

junction at around 1.69 eV is assigned to a LSP resonance associated

with transverse dipolar optically bright mode of the metal nanowire
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with well-de�ned width (∼ 120 nm) [162, 260]. While there is device-

to-device variation in the overall plasmonic mode structure, this dipolar

LSP appears consistently in this energy range (set by nanowire width)

in these nanogap structures [260]. Note that the dipolar nature of the

di�erent resonances of the junction is carried into the far �eld encoded

in the polarization of radiation. In Fig. 3.9(c) we show the polarization

content of �elds coming from a similar nanojunction in Ref. [162] (0◦ axis

oriented along gold strip), demonstrating the rich polarization structure.

The photoluminescence (unpolarized detection) from a bare trilayer

WSe2, excited by a 532 nm laser, is also plotted in Fig. 3.9(b). The

sharp peak appearing at 1.68 eV corresponds to the direct A exciton

transition energy, consistent with previous studies [261�263]. The spec-

tral overlap between the EL peak in the bare plasmonic junction and the

PL exciton in the plain TMD indicates good spectral matching between

the gap plasmon and the TMD excitons, opening the door to the pos-

sibility of strong light-matter coupling phenomena in the hybrid system.

In Fig. 3.9(d) we show a 3D sketch of the setup we will study in this sec-

tion: few layers of WSe2 on top of a nanogap formed between two gold

electrodes. Fig. 3.9(e) illustrates the coupling mechanics between the

gap mode and the WSe2 excitons and how the tunnelling current popu-

lates the exciton-polaritons that result from the coupling. An image of

the TMD-coupled plasmonic junction structure is shown in Fig. 3.9(f).

The junction shown in Fig. 3.9(a) is indicated by a red rectangle. We

also indicate the edge of the TMD �ake with a green rectangle. AFM

measurements of the WSe2 �ake in this region indicate a thickness of

3.9 nm, consistent with trilayer WSe2 [263].

When the coupled TMD-nanogap structure is biased to the EL re-

gime, instead of the single broad and bright plasmonic resonance in this

energy range routinely seen in bare metal junctions, two peaks in the

emission (no polarization selection) are observed for this device, repro-

ducing the Rabi splitting phenomenology of strongly coupled systems

(Fig. 3.10(a)). These two peaks emerge around 1.69 eV, associated with

two polariton-like states that result from the coupling between the LSP

mode of the junction and the excitons in the WSe2 �ake. The spec-

tral separation between polaritons of 50 meV allows us to estimate a
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Figure 3.10: (a) Measured EL spectra (no polarization selection) at
di�erent biases with a zero-bias junction conductance of 0.20 G0, plot-
ted together with the PL spectrum measured for the WSe2 on top. (b)
Extracted optical radiative local density of states obtained by removing
the Boltzmann-like hot carrier energy distribution for di�erent biases [P3,
162]. (c,d) Polarization content of emission from the system obtained from
c) PL and d) EL measurements, demonstrating that the PL emission is
completely dominated by bright and decoupled excitons with no appre-
ciable polarization dependence nor signal of plasmon presence, while the
EL spectra is shaped by the junction properties since it inherits a rich
polarization dependence of the emission, and displays a dip around 1.7
eV.

collective plasmon-exciton coupling strength of around 25 meV [235].

Doublet spectra for di�erent bias voltages are shown together with the

PL spectrum for the A exciton of this �ake of WSe2, highlighting the
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correspondence between the exciton peak and the position of the dip in

the EL spectra of the TMD-gap hybrid system. Again, note that the EL

spectrum is dominated by over-bias emission. To extract the photonic

density of states we apply a phenomenological normalization procedure

developed in previous works [162, 245]. The scheme relies on the as-

sumption that for photon energies above the bias, the EL intensity can

be decomposed into a product of the radiative density of states, ρ(ω),

and a Boltzmann factor with e�ective temperature as

I(ω) ≈ Iα ℏω ρ(ω) e−ℏω/kBTeff , (3.12)

where I is the experimentally measured current running through the

junction, and α is an experimentally determined parameter [162]. From

the normalization procedure we obtain that e�ective temperatures in

these measurements are of the order of 1400 K. It is important to re-

mark that this e�ective temperature should not be interpreted as the

temperature of the junction. If anything, it may be an indication of an

out of equilibrium distribution of the electron gas in the metal. After

obtaining the e�ective temperature for each bias voltage, we extract the

radiative density of states, that we plot in Fig. 3.10(b). As can be seen,

the extracted ρ(ω) in the polariton energy range all collapse perfectly

for di�erent biases, just as in the spectral range that is una�ected by the

exciton. This consistency validates that the emission spectrum scales as

the product of a polariton-modi�ed ρ(ω) and a voltage-dependent hot

carrier Boltzmann distribution in the metal.

The results in Fig. 3.10 show that the introduction of the TMD in

close proximity to the cavity leads to a modi�cation of the photonic dens-

ity of states, analogously to e�ects seen in other examples of plasmon-

exciton coupling [264�266]. Crucially, this modi�cation in the density

of states can be used to manipulate the radiative decay channels of

the electrically generated hot carriers in the metal, which in turn con-

verts their inelastic scattering processes in a direct probe for the strong

coupling dynamics. To put into value the relevance of the method, in

Fig. 3.10(c) we show the polarization resolved PL signal obtained under

far-�eld excitation of the TMD-junction system. The isotropic exciton
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peak intensity demonstrates that the far-�eld-excited PL contains no

clear signs of the nanoscale plasmon-exciton coupling and therefore, this

far-�eld PL is fully governed by emission from uncoupled TMD excitons,

far from the nanogap but within the incident beam spot. On the con-

trary, in Fig. 3.10(d) we show the polarization dependence of the EL

spectra being radiated from the device, which besides the several di-

polar resonances reminiscent from the bare case, also show a splitting

around 1.7 eV. This highlights that due to the small mode volume of

the hybrid TMD-nanogap system, EL gives access to extremely local

information that is inaccessible via far-�eld methods such as ordinary

PL.

3.3.3 Theoretical modelling

In this section, we delve into the theoretical methods used to model

this system and to investigate the exciton-plasmon interaction regime.

Due to the structural complexity of the TMD-coupled nanojunction, we

tackle the problem majorly through the use of numerical simulations in

COMSOL. However, the presence of very di�erent lengthscales in the

di�erent components makes the simulation of the complete geometry

unfeasible. For instance, both the bowtie-like structure that extends

for several microns, and the gold junction are made from the same 18

nm thick gold layer, and the gap distances in the nano junction are of

the order of a few nanometers. Furthermore, the whole gold structure

is topped by a TMD layer less than 5 nm thick. In order to properly

resolve the extremely large �eld con�nement in the nano gap, and the

rapid variation of the �elds in these nm-thick layers, the required dis-

cretization mesh is orders of magnitude denser than what would su�ce

in the corresponding homogeneous bulk media, severely limiting the size

of the domain that one can simulate. Of course, this would not be a

problem if all light emission from the system happened extremely loc-

ally from the gap region, however, the inelastic tunnelling processes will

also launch surface plasmons polaritons (SPPs) from the gap, which in
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the optical may propagate for tens of microns [267]. Therefore, the com-

plete far-�eld signal will be composed by the EL from the hybrid TMD-

nanojunction system at the gap, and the surface plasmons launched from

the gap scattered by imperfections along the bowtie edges.

Since our interest mainly resides in capturing the strong coupling

dynamics and how the EL carries away the radiative density of states

from the gap, we model the system by two complementary approaches:

on the one hand, we perform near-�eld simulations and extract the in-

teraction parameters by a �tting to a simpli�ed model [41]. Since the

SPPs launched from the gap will only weakly interact with the TMD, we

make negligible error by truncating the structure. Then, we postulate

a two plasmon model to capture the in�uence of these SPPs launched

from the nanogap in the far �eld.

Near �eld model and interaction regimes

To gain insight into the electromagnetic resonances supported by the

junction and how these couple to the TMD excitons, we perform nu-

merical simulations using the Maxwell's Equation solver in COMSOL

Multiphysics and model the device by closely mimicking the geometrical

dimensions of the experimental samples. Panels in Fig. 3.11 showcase

the geometry of the junction and simulation domain. In Fig. 3.11(a)

we show the top view of the gold nanojunction (yellow), deposited on

a SiO2 substrate (blue). The gold and SiO2 are described respectively

by the refractive index in Ref. [203] and a refractive index of 1.5. The

nanojunction is composed by a 600 nm long and 120 nm wide gold strip

that is connected at the edges to electronic contacts that branch out at

45 degrees. To create the nanogap, we cut the strip at an angle of 14◦

and create a gap of 14 nm. The gap is created at a lateral o�set of 190

nm from the center of the strip to break the symmetries, as in the expe-

rimental samples. A close-up of the gap region enclosed by the dashed

square in Fig. 3.11(a) is shown in Fig. 3.11(b). To simulate the atomic-

scale imperfections that are naturally result from the electromigration

process, we add two half cylinders of 5 nm radius to each of the faces of

the nanogap cut to create a pico-cavity with a minimum gap distance
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Figure 3.11: Schematics of simulation geometry and meshing. a) Top
view of the gold strip (yellow) on top of a SiO2 substrate (blue). Nanogap
location indicated by dashed square. b) Close-up of nanogap in (a), show-
casing the atomic-scale imperfections that serve as the tunnelling current
hotspot. c) Side view of the junction along the line of sight indicated by
the red arrow in (b). A 5 nm WSe2 layer (red) is added on top of the
gold junction, and white indicates air on top. The small sphere at the
center of the gap indicates the source-dipole location. d) Meshing of the
simulation domain containing the SiO2 substrate, gold junction and TMD
layer. The TMD has been cut in half to reveal the junction underneath.
The simulation domain is composed of a 1 micron radius sphere centered
around the source dipole position.

between the cylinders of 4 nm. Due to the exponential decay of the

tunnelling probability with barrier width, most of the current in these

devices will tunnel through the small gaps between such atomic-scale

imperfections. As such, to simulate the tunnelling current, we place a

dipolar source at the center of the 4 nm gap and set the dipole moment
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pointing from one face of the gap to the other. The choice of these

geometric parameters for the minimum gap distance and general gap

separation is informed both from images of the experimental devices

(See Fig. 3.9(a), for instance) and from estimations of the tunnelling

distances based on the zero-bias conductance [268]. In Fig. 3.11(c) we

show a view of the nanogap taken from the line of sight indicated by

the red arrow in Fig. 3.11(b). In this panel we include the 5 nm layer

of WSe2 layer (red) on top of the 18 nm thick junction that covers the

complete simulation domain. On top of the TMD layer we have air

(n = 1). In Fig. 3.11(d) we display the meshing generated for this struc-

ture (colours are the same as previous panels), where we have omitted

the top air half-space and cut the TMD layer by the middle to show the

gold nanostructure underneath. Fig. 3.11 clearly illustrates the di�erent

length-scales at play in the problem, and how due to the presence of the

small nanogap and thin extended layers it becomes necessary to truncate

the simulation domain in order to avoid excessive computational cost.

In the present case, the simulation domain is chosen to be a sphere of 1

µm radius, centered around the source dipole position and terminated

with a scattering boundary condition.

To model the optical properties of the WSe2 layer we employ a

Clausius�Mossotti anisotropic dielectric function [269] that assumes that

the exciton dipolar moments are oriented in-plane of the TMD layer.

Thus, we have in- and out-of-plane permittivity components of the form

ϵ∥(ω) =ϵb
1 + 2β(ω)

1− β(ω)
(3.13a)

ϵ⊥(ω) =ϵb (3.13b)

β(ω) =
µ2tmd

3ϵ0ℏ
ρtmd

2ω2
tmd

ω2
tmd − (ω + iγtmd/2)2

(3.13c)

where the di�erent constants were obtained from the �tting to the expe-

rimental data in Ref. [173]. Thus, ϵb = 18 is the background permittivity,

and the exciton transition frequency, ωtmd, and linewidth, γtmd, were set

to 1.7 eV and 20 meV, respectively, in agreement with the bare PL spec-

trum in Fig. 3.10(a). We display this anisotropic material permittivity
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in Fig. 3.12(a). Notice that the strong dispersion of the in-plane per-

mittivity re�ects that the dipole moment of the excitons in WSe2 are

in plane of the material [270]. Since the dipolar gap modes excited by

the tunnelling current are characterized by strong in-plane �elds within

the gap, the (mostly in-plane) �elds that leak out of the nanogap and

into the TMD will strongly interact with the excitons, opening the door

for the realization of strong coupling in the present devices. Real and

imaginary parts of the in- and out-of-plane WSe2 permittivity are shown

in Fig. 3.12(a). Notice that such a small value for γtmd implies that the

excitonic contribution to the real and imaginary parts of ϵ∥(ω) is relev-

ant only within a spectral band of 20 meV. The weight of the exciton

dipole moment and exciton density is given by µ2tmdρtmd = 10−4 e2/nm.

These values are in agreement with recent studies [271].

To obtain the detected intensity we calculate the radiative Purcell,

PR(ω), or the local density of radiative states, obtained by integrating

the time-averaged Poynting vector along the vertical (top) direction,

and then, by adapting the phenomenological expression in Eq. (3.12),

we de�ne the numerical far-�eld emission intensity as

Iff(ω) = ρ(ω)ω4e−ℏω/kBTeff (3.14)

where ρ(ω) is the local density of radiative photonic states at the electron

tunnelling light source obtained from our numerical calculations of the

radiative Purcell factor, and Teff = 1400 K [162], in agreement with the

experimental estimates.

The emission spectra obtained from this model is shown in Fig. 3.12(b),

where we plot the emission spectrum obtained from the numerical sim-

ulations, both in the case where the exciton is present (solid line) and

when it is not (dashed line). In order to remove the exciton from the

WSe2 dispersion, we exploit the analytical expressions for the material

properties in Eq. (3.13) and simply set µtmd = 0, therefore, without the

exciton the TMD behaves as a non-dispersive dielectric with ϵ∥ = ϵ⊥ =

ϵb. This strategy allows to isolate the e�ects of the exciton presence from

confounding factors related to resonance-shifts due to the modi�cation

of the strong background permittivity of the TMD. We observe that the
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Figure 3.12: Numerical models of emission spectra for the hybrid TMD-
on-gap structure. a) WSe2 permittivity (real and imaginary parts) as
utilized in our EM model. b) Numerical emission spectrum, Iff(ω), for
the model TMD-plasmonic system. Solid (dashed) line corresponds to
calculations including (excluding) the excitonic contribution to the WSe2
permittivity. c-d) Numerical results for the emission Iff maps by sweeping
the model exciton frequency (c), and dipole moment (d). dashed lines
indicate the exciton resonant frequency, and dot-dashed lines indicates
the plasmon resonance. The colorbar, shared between panels (c) and
(d), represents the far-�eld intensity values in linear scale between the
minimum (black) and maximum (white) values.

numerical results reproduce the asymmetric doublet-like feature, with

an emission dip at 1.7 eV observed in the experimental measurements

in Fig. 3.10(a), and that this feature is clearly linked to the presence of

the exciton as evidenced by the single resonance observed in absence of
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the exciton.

We further employ our EM model to perform a systematic analysis of

the plasmon-exciton coupling strength to identify in which light-matter

coupling regime (weak or strong) our device is operating. Fig. 3.12(c,d)

present two di�erent studies that investigate whether the strong-coupling

regime is reached and well-developed polariton states are formed in the

experimental samples. Figure 3.12(c) presents the usual anti-crossing

map broadly employed in the literature to identify the onset of strong

coupling. In our calculations, we swept the WSe2 exciton frequency from

1.4 to 2 eV, keeping the rest of the model parameters, and therefore the

plasmon frequency, �xed. Black dotted lines plot both frequencies. We

�tted the numerical emission map to the expression of the intensity

spectrum obtained for a simpli�ed model consisting of a single excitonic

emitter interacting with a single plasmonic resonance [41]. Note that

this depends only on 5 variables, the plasmon and exciton frequencies

and linewidths, as well as their interaction strength. As a result of the

�tting, we extracted a plasmon-exciton coupling strength g=31 meV,

consistent with the experimental values.

Fig. 3.12(d) presents a similar study, but now sweeping the exciton

dipole moment. The value taken in the TMD permittivity in Fig. 3.12(a)

is labelled as µ0tmd. For µtmd ≪ µ0tmd, the spectrum presents a single

peak at 1.7 eV. A dip emerges with increasing dipole moment, initially

due to exciton absorption and subsequently, because of polariton form-

ation. For µtmd ≫ µ0tmd, two polariton branches are clearly apparent,

and another emission peak emerges in between the Rabi doublet. This

feature can be attributed to the light scattered by WSe2 excitons that

remain uncoupled to the plasmon resonance, described through a strong

variation in the real part of ϵ∥(ω) in our model. Such a small peak fea-

ture at the exciton energy can also be seen in experimentally measured

polarized spectra [P3]. The �tting of this numerical map yields the same

plasmon-exciton coupling strength as the previous one at µtmd = µ0tmd.

The surface plasmon linewidth extracted from both maps is γsp=90 meV,

which allows us to conclude that the experimental samples are in the

plasmon-exciton strong coupling regime, based on the strong coupling

criterion 4g>γsp+γtmd [230, 272].
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Far-�eld model and Polarization measurements

As introduced, the far �eld signal obtained from EL contains information

both about the near �eld coupling dynamics, and the SPPs scattered

away from the junction. The electromigration process yields atomic

scale variations (protrusions and bumps) within the nanogap, causing

device-to-device variations in the relevant plasmon mode's linewidth in

EL spectra and rich spectral mode features at di�erent detected polar-

izations [162, 260]. However, due to the well-de�ned direction of cur-

rent �ow during the electromigration process, gap formation is strongly

favoured in the perpendicular direction to the current �ow. Therefore,

the polarization characteristics of the far �eld radiation originating from

the LSPs at the nanojunction will be somewhat stable among di�erent

devices. On the other hand, radiation originating from the SPPs will

be highly in�uenced by factors such as where along the strip the gap is

formed, the initial phase pro�le acquired in the junction region, struc-

tural inhomogeneities along the device's surface, or how the gold strip

fans out into the larger contacts. All these will give rise to di�erent beat-

ing patterns that radiate di�erently into the far �eld. In Fig. 3.13(a,b)

we show polarization-selected EL spectra of two representative TMD-

coupled devices. Note how the polarization of the dipolar mode at 1.25

eV is stable for the two devices, while the broader feature one can see for

photon energies around 1.8 eV shifts its polarization characteristics, in

agreement with the previous interpretation of how structural variability

a�ects the the localized and delocalized resonances of the system. Note

also the signatures of polaritonic splitting around 1.7 eV.

In the previous section, we showed that the EM simulations suc-

cessfully reproduce the low-energy (around 1.25 eV) LSP mode and the

TMD-coupled LSP resonance at 1.63 eV (see Fig. 3.12). In order to

capture the e�ect of the SPP radiation and reproduce the complete po-

larization dependence of the EL spectra we develop an illustrative two-

plasmon model based on a master equation formalism that accounts

for all radiative losses (details given in Appendix. D). This model is

composed of a LSP mode coupled to a TMD exciton and a weakly con-

�ned surface plasmon polariton mode. Notice that only the LSPs can
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Figure 3.13: Unnormalized full contour plot of the experimental results
and the numerical calculated polarization-resolved far �eld intensity. a-
b) The upper panel shows the polar plot for the experimental measured
spectra, while the lower panel shows the numerical results obtained from
the theoretical formalism. The strong coupling feature is polarization
dependent and is most visible at di�erent polarization angles for three
devices (∼70◦ in panel a, 45◦ in panel b, which can be explained by the
variance of the guided surface plasmon mode's dominant polarization (90◦

in panel a and 130◦ in panel b.

be treated accurately in our EM calculations as the simulation volume

ranged only up to 2 microns, much smaller than the propagation lengths

of the SPPs in gold stripes of dimensions comparable to our samples,

which are of the order of 10 microns [267]. From numerical simulations,

it is possible to see that guided surface plasmon modes exist in our

current geometry at energies above the TMD exciton, and that due to

their delocalized nature, will remain largely decoupled from the TMD

excitons [P3]. Assuming that EL pumping is small, and in order to

account for optical and excitonic radiative decay [41], we can build an
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e�ective non-hermitian Hamiltonian of the form

Ĥeff = Ĥpump + ℏΩ1 â
†
1â1 + ℏΩσ σ̂

†σ̂ + ℏg(â†1σ̂ + â1σ̂
†) + ℏΩ2 â

†
2â2,

(3.15)

where â1 is the bosonic annihilation operator for the optical mode around

1.8 eV that our COMSOL simulations reproduce and which is coupled

to the exciton, represented here by σ̂, the excitonic annihilation oper-

ator. Both are coupled through a Jaynes-Cummings term with strength

g. On the other hand, â2 is the annihilation operator for the exciton-

decoupled, blue-detuned mode observed in the experiments. The pump

term Ĥpump = ℏν1 (â†1 + â1) + ℏν2 (â†2 + â2), is created by the elec-

tron static-like current and it couples to both optical modes, and not

the TMD excitons, with relative strengths given by νi. Note that in

Eq. (3.15), Ωi = ωi − iγi/2 and, in the same fashion, Ωσ = ωσ − iγσ/2.

These complex eigenenergies of the bare components of the system con-

tain both the resonance frequency and γ's, the radiative decay rates.

Ignoring the pumping term, the eigenfunctions of Eq. (3.15) are given

by the polaritons formed by â1 and σ̂, and the bare photons in mode

â2. After treating the pump term of the hamiltonian using �rst-order

perturbation theory [273], and �nding the perturbed ground state of

the system, one can then compute the power spectrum (under weak-

pumping), given by [274]

I(ω) = Re

(
lim
T→∞

∫ T/2

−T/2

dt

T

∫ ∞

−∞
dτ
〈
0′
∣∣ξ̂†(t)ξ̂(t− τ)

∣∣0′〉 e−iωτ

2π

)
,

(3.16)

where ξ̂i = µ⃗iâi, with µ⃗i being the e�ective dipole moment of the optical

modes. Assuming that detected emission mainly comes from the optical

modes, and since the tunnelling electron current populates the optical

modes incoherently, we can consider separately the intensity emitted

by the polaritons, I1(ω), and the bare â2 photons, I2(ω) (analytical

expressions given in Appendix. D). Finally, the measured intensity will

be given by the projection of the far �eld amplitude over the polarizer,
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which can be calculated as

IT (ω) = I1(ω) cos
2(ϕ− ϕ1) + I2(ω) cos

2(ϕ− ϕ2), (3.17)

where ϕ is the polarizer angle and ϕi is the orientation of the dipole

moment of mode âi. To evaluate this expression, the parameters of

the TMD exciton and �rst cavity mode are set to the values obtained

from our numerical simulations, while for the second cavity mode, the

linewidth and resonant frequency are set according to estimations from

the experimental measurements and the polarization of emission, ϕ2,

is set free to change to capture the response demonstrated by di�erent

devices.

Figures 3.13(c,d) show the far �eld intensity obtained from the two-

plasmon model, mimicking the features of Fig. 3.13(a,b). For these

results, the non-coupled guided plasmon mode is assumed to be at 1.79

eV with a linewidth γgp = 140 meV, and the dominant polarization de-

pendence of its emission is allowed to vary from device to device (90

degrees in panel a, 130 degrees in panel b), while the near �eld radiation

characteristics are extracted directly from the near �eld simulations.

Note how these successfully capture the polarization characteristics of

the dipolar mode at 1.25 eV. For ease of comparison, Fig. 3.14 shows a

detailed comparison of the EL spectrum at di�erent detected emission

polarizations with the two-plasmon model for the device in Fig. 3.13(a).

In Fig. 3.14(a,b) we show polarization-selected far �eld spectra obtained

from the experiments (a), and the two-plasmon model (b), demonstrat-

ing how the relative peak heights of the upper and lower polariton con-

tributions appears to change as polarization angle evolves. Polarization

selection in detection can therefore reveal the onset of strong coupling

in the system by �ltering out far-�eld contributions from the SPPs that

are not interacting with the TMD excitons. Fig. 3.14(c,d) compare the

far �eld intensity without polarization selection from the experimental

measurements (c), and the two-plasmon model (d), in which the contri-

butions from the near �eld model features (dotted and dashed line) and

the extra mode (dashed line) reproduce well the experimentally meas-

ured features.
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Figure 3.14: The two-plasmon model and polarization dependence. a)
Polarization-selected EL spectra at �xed bias 0.8V with a zero-bias junc-
tion conductance of 0.09 G0 at di�erent detection polarizations. These
are �xed-angle cuts of the data shown in the full polarization plot in
Fig. 3.13(a). b) Calculated polarized spectra based on the simpli�ed model
involving coupling between the exciton and one of two plasmon modes. c)
Non-polarization-selected spectra for the same device from biases of 0.825
V to 0.900 V. d) Numerical results for the single plasmon-exciton coup-
ling calculation (dot dash line) and the decoupled guided surface plasmon
mode (dashed line), plotted together with their incoherent sum, the total
unpolarized spectra (solid line).

Conclusions

In this section we have demonstrated, both experimentally and theoret-

ically, that when light and matter components of a system interact at a

rate beyond the present decay channels, new hybrid states emerge. In

particular, we have shown how the optical interaction between a nanogap

and an adjacent TMD layer can reach the strong coupling regime, and

that the EL acts as a new near-�eld probe to access such extreme local in-

formation, with polariton formation tuning the inelastic scattering of hot

electrons tunnelling through the gap. By contrast, far-�eld PL measure-

ments on these devices are not sensitive to the coupling of the extremely
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localized nanogap modes to the TMD excitons.

The presented geometry exploits the in-plane nature of the excitons

present in WSe2 to couple them to the evanescent �elds leaking from the

extremely localized nanocavity formed between atomic-scale irregularit-

ies at the junction. The tunnelling current �owing across the junction ex-

cites modes with predominant in-plane �eld components, which strongly

interacts with the TMD. Furthermore, since the TMD is suspended on

top of the gap, no hybridization takes place between the electrodes and

the material, circumventing di�culties present in previous e�orts done

in STMs to demonstrate the strong-coupling phenomenology [275, 276].

The results shown in this section open avenues for fabricating novel on-

chip electroluminescent heterostructure devices that leverage and control

plasmon-exciton coupling through proper nanoscale geometric engineer-

ing, and demonstrate that polaritonic e�ects, by determining the local

photonic density of states, can be designed to manipulate the energetic

relaxation of hot carriers in the metals supporting surface plasmons.
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Chapter 4

Light-mediated

matter-matter interactions

In the previous chapter we highlighted the potential of near �eld probes

as compared to more traditional, di�raction-limited far-�eld probes to

extract information from any nanophotonic setup, putting particular

emphasis on the use of moving charged particles, such as positrons or

electrons, for this purpose. Nevertheless, all the description made of

these was done in terms of classical currents. In this chapter we go one

step further and take into consideration the quantum degrees of freedom

of these charged particles. In particular, we will focus on the use of free

electron beams and investigate what new avenues the exploitation of

the quantum coherence of their wavefunction may open with regard to

quantum state manipulation and readout. The material in this chapter

is closely related to two published works [P4, P5].

The chapter is structured as follows: �rst, we introduce some context

on the use of free electrons in nanophotonics and the notion of modulated

electrons. We then brie�y introduce a framework developed to paramet-

rize the interaction between matter transitions and light through the use

of mQED. We use this framework to study the simpler case of modulated

electrons interacting with a single QE and then with a more complicated

plasmon-exciton polariton target.
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4.1 Free electrons in nanophotonics

Traditional electron-beam-based optical characterization methods [151,

152], such as electron-energy-loss spectroscopy (EELS) or cathodolumin-

iscence (CL) microscopy employed in state-of-the-art electronic micro-

scopes, present extraordinary spatial and spectral resolutions, approach-

ing the subnanometric and milielectronvolt ranges, respectively [153,

154, 277�279]. These techniques use the evanescent character of free

electron �elds [185] to explore photonic and material excitations with

a spatial selectivity that is innately larger than that attainable in op-

tical spectroscopy. This has been exploited to probe features in di�erent

targets [151, 171, 177, 280] and makes free-electron probes ideal for the

exploration of light-matter SC and polaritonic states in nanophotonic

samples involving only a few excitons [P3, 171, 281, 282].

Moreover, in the last years, advances in ultrafast optical control

of free-electron wavepackets reached the femtosecond scale, matching

the optical period of visible light [177]. These are behind the emer-

gence of techniques such as photon induced near-�eld electron micro-

scopy (PINEM), that exploits the synchronous interaction between free-

electrons and spatially-con�ned pulsed laser �elds [283]. PINEM experi-

ments have demonstrated that when free electrons interact with a driven

optical resonator, their wavevector distribution can become discrete due

to the exchange of individual photons with the target. Throughout this

chapter, we will refer to electrons with a structured wavefunction as

modulated electrons. In electron microscopy, modulated electrons, such

as those prepared in PINEM setups, have become particularly relevant

since, when allowed to drift through free space after the PINEM interac-

tion, their spatial wavefunction is reshaped into trains of tightly focused

sub-bunches. This strategy has allowed the coherent control of the free

electron wavefunction [283�285], as well as the preparation of ultrashort

electron pulses, which makes the nanometric probing of ultrafast dy-

namics in matter possible [283, 286�290]. This has led to striking res-

ults, such as the recording of the charge dynamics in out-of-equilibrium

material systems [291], or of the sub-optical cycle dynamics of electro-

magnetic �elds [292], and their associated phase distribution [293, 294].
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Developments in PINEM theory [284, 295] and, generally, in the de-

scription of electron-photon interactions [296�298], together with the ex-

traordinary degree of optical modulation (in time and momentum space)

of electron beams attainable today [287, 290, 299], have made possible

their use to imprint, exchange and manipulate quantum coherence in

optical and material excitations, sustained by micro- and nano-cavities

[280, 300�309], QEs [P4, 310�317] and hybdrid excitonic-photonic sys-

tems in the SC regime [P5, 318, 319], respectively. Therefore, these ad-

vances have opened the way towards the realization of quantum optics

with electron beams [284, 296, 297, 299, 301, 320]. Crucially, theoretical

investigations modelling realistic systems [311, 313, 314, 316] indicate

that electronic bunching is key for the wavefunction engineering, as it

leads to measurable changes in the excitation probability of quantum

targets, such as QEs, and the possibility of inducing Rabi dynamics in

them [310, 313]. Thus, a quantum treatment that considers the coher-

ence properties of the modulated electron wavefunction is needed. In

the next section, we introduce a mQED-based formalism we derived in

order to parametrize the interaction of a modulated free electron with

optical and matter resonances.

4.2 mQED for Nanophotonics

To begin this section, we remark that the interaction between a free

electron, optical cavity and QE have been studied before (mostly as

separate processes, but recently also in conjunction [318]). However, in

this section we provide a uni�ed description of the interaction between

arbitrary electronic transitions and optical �elds in terms of the com-

mon starting framework of mQED, which naturally particularizes for the

cases of free electrons and QEs. Being based on mQED, and treating all

interactions on equal footing, ensures the proper normalization of op-

tical modes in arbitrary EM environments in our calculations. Thus,we

obtain physically meaningful coupling strengths, even in situations in

which the EM �elds only serves as a non-resonant background. There-

fore, these results pave the way for exploring quantum phenomena in

�eld-mediated interactions between arbitrary electronic transitions, and
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in general light matter interaction phenomena beyond the dipolar ap-

proximation of QEs.

4.2.1 Outline of the derivation for general electronic trans-

itions

In this section we present an overview of the derivation of the Hamilto-

nian describing the interaction between electronic transitions and optical

�elds, in which a direct, �eld-mediated, interaction between electronic

transitions is obtained. For a detailed derivation, see Appendix E. The

starting point is a macroscopic QED Hamiltonian [28, 321] describing

EM �elds in a minimal coupling scheme and a term that describes a

collection of electronic eigenstates:

Ĥ =

∫∫
dr dω ℏωf̂ †(r, ω)f̂(r, ω) +

∑
i

Eiĉ
†
i ĉi +

e

m
p̂ · Â, (4.1)

where f̂(r, ω) are the usual bosonic operators representing the �elds cre-

ated by an in�nitesimal dipole moment, ĉi is the annihilation operator

of an electron in an eigenstate described by the wavefunction ϕi(r), p̂ is

the momentum operator of the charged particles and Â is the vector po-

tential operator, which can be written in terms of the f̂(r, ω) operators

as

Â(r) = −i
∫

dω

ω

∫
dr′
[
G(r, r′, ω) · f̂(r′, ω)− f̂ †(r′, ω) ·G†(r, r′, ω)

]
,

(4.2)

where G is the Dyadic Green's Function. We can also write the mo-

mentum operator in terms of the basis of electronic eigenfunctions, {ϕi}
as

p̂(r) = −iℏ
∑
i,j

ĉ†i ĉjϕ
∗
i (r)∇ϕj(r), (4.3)

which motivates de�ning a dipole moment density dij(r) ≡ ϕ∗i (r)∇ϕj(r),
and an operator describing the electronic jump between eigenstates ϕj →
ϕi as σ̂ij = ĉ†i ĉj . The Hamiltonian in Eq. (4.1), only contains terms
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describing the direct interaction between the di�erent electronic trans-

itions and EM �elds and, therefore, the interactions between di�erent

electronic transitions among themselves appears as a second order pro-

cess. In order to capture this interaction explicitly, we will follow a

procedure similar to that in Ref. [39] (described in Section E.2.1). The

core idea of the derivation is that one may split the total EM response,

codi�ed in the Dyadic Green's Function, G, into the part that is res-

onant with the electronic transitions, G(R), and the non-resonant part

to which electronic transitions are only weakly coupled and thus acts

as a background, G(NR). Therefore we write G = G(R) + G(NR), and

consequently, the vector potential will also be written in this manner as

Â = Â(R) + Â(NR). In Appendix E we �nd that under resonant condi-

tion of the electronic transitions involved, the dynamics of the system

can be described by an e�ective Hamiltonian

Ĥe� =

∫∫
dr dω ℏω f̂ †(r, ω)f̂(r, ω) +

∑
i

(Ei − ℏδi) ĉ†i ĉi

+
e

m
p̂ · Â(R) − ℏ

∑
i,j

k,l ̸=i,j

gm−m
ij,kl σ̂ij σ̂

†
kl, (4.4)

where only the resonant part of the EM �elds remains in the interaction

term, and the o�-resonant part gives rise to an e�ective, light-mediated,

direct matter-matter interaction between electronic transitions and to a

Lamb-shift, whose expressions are given by

gm−m
ij,kl =

e2ℏµ0
2m2

∫∫
dr dr′ dij(r) · Re

{
G(NR)(r, r′,Ω)

}
· d∗

kl(r
′), (4.5)

δi =
∑
j

gm−m
ij,ij . (4.6)

As stated above, to reach these expressions we have assumed that the

energy di�erence associated with transitions i→ j and k → l are similar

so that Ω = ωij ≈ ωkl. This e�ective Hamiltonian would also hold in

the case that ωij ̸= ωkl, but the Green's Function varies su�ciently

smoothly over the frequency range of interest. Additionally, we also

assumed d∗
ij = −dji, which is ful�lled by all the electronic transitions
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that we will consider in this chapter. Using this condition, and the

symmetry of the Dyadic Green's Function, it can be shown that this

coupling satis�es: gm−m
ij,kl = (gm−m

kl,ij )∗ and gm−m
ij,kl = gm−m

lk,ji . Once that a

direct �eld-mediated coupling between electronic transitions has been

introduced, we proceed to de�ne new bosonic operators describing the

EM �elds in the spirit of the emitter-centered modes [321]. This is done

in Section E.2.2, and the �nal Hamiltonian reads

Ĥe� =
∑
ij

∫
dω ℏω â†ij(ω)âij(ω) +

∑
i

(Ei − ℏδi) ĉ†i ĉi

+ℏ
∑
ij

∫
dω gl−m

ij (ω)
[
âij(ω) + âji(ω)

†
]
σ̂ij

−ℏ
∑
i,j

k,l ̸=i,j

gm−m
ij,kl σ̂ij σ̂

†
kl. (4.7)

Note that the light-matter interaction term has the familiar Rabi-form

that particularizes to the Jaynes-Cummings Hamiltonian under the ro-

tating wave approximation. We remark that the indices in the summa-

tions over electronic eigenstates run through the whole set of eigenstates,

and thus, noting that σ̂ji = σ̂†ij one sees that the above Hamiltonian is

Hermitian. The new set of bosonic operators âij are de�ned as

âij(ω) =
−e

mωgl−m
ij (ω)

∫∫
dr dr′

′
dij(r) ·G(R)(r, r′, ω) · f̂(r′, ω),

(4.8)

and satisfy the canonical commutation relation of bosonic operators by

construction: [âij(ω), â
†
ij(ω)] = 1, which leads to the following expres-

sion for the couplings

gl−m
ij (ω) =

e

m

√
ℏµ0
π

√∫∫
dr dr′ dij(r) · Im

{
G(R)(r, r′, ω)

}
· d∗

ij(r
′).

(4.9)

Thus, in order to apply this formalism to any given system, one only

has to determine the electronic transitions involved in the interaction,
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and determine the classical Dyadic Green's Function for the EM �elds

to parametrize the Hamiltonian.

4.2.2 Particularization for free and bound electrons

In this chapter, we are interested in the interaction between free elec-

trons, localized transitions in QEs, and optical modes. In Appendix E.3,

we �nd that the current densities, dij(r), associated to transitions in di-

polar QEs and free electrons propagating along the ẑ axis are given by:

dQE
ij (r) = −mωij

eℏ
µijδ

3(r − r0), (4.10a)

de
ij(r) = ik0

δ2(r − r⊥)

L
ei(kj−ki)z ẑ, (4.10b)

where µij = −e ⟨j| r̂ |i⟩ is the usual transition dipole moment, ωij =

ωj − ωi is the energy di�erence between the eigenenergies of eigenstates

ϕj and ϕi of the QE1, k0 = mv0/ℏ is the momentum of the incoming

electron and L is the length of a �ctitious box used to quantise the

momentum values. We have also introduced r0 as the location of the

dipolar QE and r⊥,0 for the location of the free electron within the x−y
plane.

Free electron-bound electron interaction

The interaction between the free electron and dipolar transition inside a

QE can be described through the matter-matter interaction term in the

mQED Hamiltonian. Introducing the particular de�nition of the cur-

rent densities associated to both transitions in Eq. (4.5) and interaction

term in the Hamiltonian in Eq. (4.4), the free electron-bound electron

interaction Hamiltonian is given by

Ĥe−QE
I = −ℏ

∑
q

ge−QE
q

[
σ̂ − σ̂†

]
b̂q, (4.11)

1Note that the sign of ωij depends on the particular initial and �nal states under
consideration. Through this chapter we will see terms that depend on this energy
di�erence as |ωij | which indicate that they are independent of the transition direction,
i.e. whether i→ j or vice versa.
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ge−QE
q = ik0

eµ0ωQE

mL

∫
dz′ µ · Re

{
G(NR)

(
r0, r

′, |ωQE |
)}

· ẑeiqz′ .

(4.12)

Where σ̂ ≡ |g⟩⟨e| is the QE's usual ladder operator, µ the transition

dipole moment, and b̂q ≡
∑

k |k − q⟩⟨k| is the free electron's ladder op-
erator whose action is to shift the whole electronic wavefunction in mo-

mentum space by an amount q. Importantly, from their de�nition, these

ladder operators act such that b̂q1 b̂q2 = b̂q1+q2 , and b̂
†
q = b̂−q, so that in

general: [b̂q1 , b̂q2 ] = 0. Note that to derive the Hamiltonian above we

have used the non-recoil approximation, by which the momentum ex-

changed by the electron with the target, q, is much smaller than the

momentum of the incoming electron, k0. By using the free electron en-

ergy dispersion, the non-recoil approximation then allows to write the

energy change of the electron as a function of the momentum exchange

as

Ek − Ek−q ≈
ℏ2kq
m

≈ ℏ v0 q, (4.13)

where we have assumed that k0 ≫ q and ℏk ≈ ℏk0 = mv0, where v0
is the velocity of the incoming free electrons. We note that the use of

this approximation is widespread in the literature, since the energies of

free-electrons generated in conventional electron-microscope setups are

on the order of 103 times larger than optical photons, and we will make

extensive use of it throughout this thesis. Nevertheless, some works

have focused on recoil engineering and other phenomena associated with

slow electrons in which results beyond this approximation have been

provided [317, 322]. Finally, assuming that the free-electron and QE

interact through the non-resonant vacuum, we integrate Eq. (4.12) by

using the near-�eld vacuum's Dyadic Green's Function in the quasi-

static approximation [12]. The coupling strength for arbitrary dipole

orientation in cartesian coordinates is then given by

ge−QE
q = −e k0 |q|

2 eiqzQE

2πmLϵ0ωQE
µ ·

sign(qbe−QE)K1(|qbe−QE |)
0

iK0(|qbe−QE |)

 , (4.14)
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where K0,1 are modi�ed Bessel functions of the �rst kind, zQE is the

location of the QE along the z-coordinate, be−QE is the electron-QE

impact parameter, and ωQE is the resonant frequency of the QE. This

expression is in agreement with previous calculations for the free-bound

electron interaction strength [310].

As a passing remark, we highlight that since the coupling strength

in Eq. (4.5) is parametrized in terms of the classical EM Green's Func-

tion, it can be used in conjunction with numerical solvers of Maxwell's

equations to obtain coupling strengths in more complex situations. For

instance, in Appendix F we illustrate how to calculate the coupling

strength between a free electron and a transition in the hydrogen atom.

Single optical mode and electronic transition interaction

Assuming that the electronic transitions are interacting with a single

mode optical cavity, then one may approximate the resonant cavity's

Dyadic Green's Function as G(R)(r, r′, ω) ≈ G(r, r′, ωc)δ(ω−ωc), where

ωc is the resonance frequency of the cavity. Under this assumption the

light-matter interaction Hamiltonian and interaction strength read

Ĥ l−m
I = ℏ

∑
ij

gl−m
ij

[
âij + â†ji

]
σ̂ij , (4.15)

gl−m
ij =

e

m

√
ℏµ0
π

√∫∫
dr dr′ dij(r) · Im

{
G(r, r′, ωc)

}
· d∗

ij(r
′), (4.16)

which can be particularized by introducing the transition dipole mo-

ments in Eq. (4.10). The interaction Hamiltonian for the QE-cavity

interaction in the rotating wave approximation reads

Ĥc−QE
I =ℏgc−QE

[
σ̂â† + σ̂†â

]
, (4.17a)

gc−QE =
ωQE

ℏ

√
ℏµ0
π

µ · Im
{
G(r0, r0, ωc)

}
· µ∗. (4.17b)

While for the free electron-cavity interaction one has

Ĥe−c
I = ℏ

∑
q

ge−c
q b̂q

(
â† − â

)
sign(q), (4.18a)
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ge−c
q =

ek0
mL

√
ℏµ0
π

∫∫
dz dz′ Im

{
ẑ · G(r, r′, ωc) · ẑ

}
eiq(z−z′), (4.18b)

where for compactness we have de�ned r = [r⊥,0, z] and r′ = [r⊥,0, z
′].

A more detailed procedure for the particularization of these quantit-

ies is given in Section E.3 of Appendix E. Note that the cavity-QE

Hamiltonian has been simpli�ed from the previous Rabi Hamiltonian to

the usual Jaynes-Cummings form by application of the rotating wave

approximation [323], and the coupling strength simply reduces to the

commonly used in the case of a dipolar emitter interacting with a single

mode cavity [31].

In Section 4.4, we will deal with the interaction between these two

electronic transitions and the three degenerate dipolar modes of a spher-

ical nanoparticle. These three modes will be labelled as x, y and z. To

evaluate the couplings, we derive the Dyadic Green's Function for the

spherical nanoparticle in the quasi-static approximation in Appendix. E.4.

Upon writing it asG(r, r′, ω) ≈ G(r, r′, ωc)δ(ω−ωc), and assuming that

the QE is placed at bc−QE x̂ from the nanoparticle's center and that the

free electron passes at be−cx̂ from the cavity (as shown in Fig. 4.8),

the expressions for these couplings turn out to be (see Sections E.4.1

and E.4.2)g
c−QE
x

gc−QE
y

gc−QE
z

 =
ωQE

6

√
π

2

(
R

bc−QE

)3 1

ℏωc

1

ϵ0 b3c−QE

2 |µ · x̂|
1 |µ · ŷ|
1 |µ · ẑ|

 , (4.19)

g
e−c
q,x

ge−c
q,y

ge−c
q,z

 =
eℏk0
3mL

|q|2
√

1

ϵ0ℏωc

πR3

2

K1(|qbe−c|)
0

K0(|qbe−c|)

 . (4.20)

Note that the functional dependence of the couplings in Eq. (4.20) is

very similar to those in Eq. (4.14) due to treating the nanoparticle in

the dipolar approximation. This allows to estimate an e�ective dipole

moment for the spherical nanoparticle as

|µc| =
2π

3

√
πR3 ℏωcϵ0, (4.21)
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which agrees well with the one derived from comparing the polarizability

of a sphere with that of a quantum two-level system [324]. Once we have

shown how we parametrize our Hamiltonian in terms of mQED-based

coupling strengths, we proceed to introduce the scattering matrix we

will employ throughout this section to describe the free electron-target

interaction.

4.2.3 Scattering matrix and Magnus expansion

In this chapter we are interested in the e�ects of a single electron2 in-

teracting with a variety of quantum targets and for that matter we will

employ the scattering matrix formalism [304, 310, 312] by means of the

Magnus expansion. In this section we give a general treatment consid-

ering the interaction of a free electron with an arbitrary quantum target

formed (possibly) by a collection of optical modes and QEs. To begin

with, we consider a free electron, with Hamiltonian, Ĥe =
∑

k Ek ĉ
†
k ĉk,

whose eigenstates are momentum eigenstates, |k⟩, with associated ener-

gies of Ek = (ℏk)2/2m. This electron is to interact with some target that

is characterised by some Hamiltonian Ĥt with an associated set of ei-

genstates |ϕ⟩ with corresponding energies ℏωϕ. Then we choose the bare

Hamiltonian of the system to be Ĥ0 = Ĥe+ Ĥt. Furthermore, according

to Hamiltonians in Eqs. (4.18) and (4.12), the interaction Hamiltonian

between the free electron and the arbitrary target will have the general

form: ĤI =
∑

q ĤI,q b̂q.

To study such interaction, we now apply the Magnus expansion.

Generally speaking, the solution for an initial value problem of a �rst

order di�erential equation such as d |ψ(t)⟩ /dt = Û(t) |ψ(t)⟩ is given by

the time ordered product

|ψ(t)⟩ = T exp

[∫ t

−t0

dt′ Û(t′)

]
|ψ(t0)⟩ ≡ Ŝ(t, t0) |ψ(t0)⟩ . (4.22)

2Throughout this chapter we will assume that only a single electron is interacting
at any given time with the nanophotonic target under consideration, similar to the
dilute electron beams studied in Ref. [310], and therefore we neglect exchange and
correlation e�ects that appear when multiple electrons are considered [325].
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Where we assume that the interaction starts at t = −t0, and we will

later take that t0 = t → ∞. By use of the Magnus expansion, one may

construct a propagator, Ŝ, as the true exponential of a matrix as

|ψ(t)⟩ = eΩ̂(t,−t0) |ψ(t0)⟩ ,

where Ω̂ accepts a series decomposition Ω̂(t) =
∑

n Ω̂n(t), such that the

�rst term in the expansion reads [326]

Ω̂1(t,−t0) =
∫ t

−t0

Û(t1)dt1. (4.23)

Note that this expansion is perturbative in nature, and therefore its

validity rests on the coupling strength between the free electron and the

target being small. In order to solve the Schrödinger equation, the Û

operator corresponds to the interaction Hamiltonian in the interaction

picture as Û(t) ≡ −iĤI,int(t)/ℏ, with ĤI,int(τ) = eiĤ0τ/ℏĤIe
−iĤ0τ/ℏ.

Considering the Hamiltonians introduced above, and using the closure

relation of the non-interacting eigenstates, the �rst term of the Magnus

expansion may be written as

Ω̂1(t,−t0) = − i

ℏ
∑
ϕ,ϕ′,q

〈
ϕ
∣∣ĤI,q

∣∣ϕ′〉 ∣∣ϕ〉〈ϕ′∣∣ b̂q ∫ t

−t0

dt1 e
−i(v0q−(ωϕ−ωϕ′ ))t1 ,

(4.24)

where {|ϕ⟩} is the set of non-interacting eigenstates of the quantum tar-

get, and we have assumed that the incoming electron has a well de�ned

central momentum, k0, and that the non-recoil approximation holds (i.e.

q ≪ k ≈ k0) such that Ek−Ek−q ≈ ℏv0q. Taking t0 = t→ ∞, and turn-

ing the summation over momentum shifts into an integral by dividing

by the momentum density ∆q = 2π/L [P5], one then has

Ω̂1(t) = − iL

ℏπv0

∑
ϕ,ϕ′

∣∣ϕ〉〈ϕ′∣∣ ∫ dq
〈
ϕ
∣∣ĤI,q

∣∣ϕ′〉 b̂q sin
[(
q − (ωϕ−ωϕ′ )

v0

)
v0t
]

(
q − (ωϕ−ωϕ′ )

v0

)
t→∞
= −i L

ℏv0

∑
ϕ,ϕ′

〈
ϕ
∣∣ĤI,qϕ,ϕ′

∣∣ϕ′〉 ∣∣ϕ〉〈ϕ′∣∣ b̂qϕ,ϕ′ , (4.25)
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where we used that limt→∞ sin(xt)/x = πδ(x) and have de�ned qϕ,ϕ′ ≡
(ωϕ − ωϕ′ )/v0, which is the electron-target momentum exchange (set by

energy conservation and the non-recoil approximation). By further de-

�ning the dimentionless, integrated interaction-Hamiltonian matrix ele-

ments as

hI,ϕ,ϕ′ = L
ℏv0 ⟨ϕ| ĤI,qϕ,ϕ′

∣∣ϕ′〉 , (4.26)

we can write the scattering matrix, Ŝ ≡ limt→∞ Ŝ(t,−t), connecting the
initial and �nal states to �rst order in the Magnus expansion as

Ŝ = exp

−i
∑
ϕ,ϕ′

hI,ϕ,ϕ′
∣∣ϕ〉〈ϕ′∣∣ b̂qϕ,ϕ′

. (4.27)

Note that by inspection of Hamiltonians in Eqs. (4.18) and (4.12),

hI,ϕ,ϕ′ will be proportional to a linear combination of the interaction

strengths between the electron and the various entities composing the

target (e.g. ge−c
qϕ,ϕ′

or ge−QE
qϕ,ϕ′ ), that for now we will simply call g. Then

Equation (4.27) shows that for the Magnus expansion to be valid, the

parameter β ≡ Lg/v0 must ful�l β < 1. We will refer to this dimen-

sionless β parameter as the integrated coupling strength throughout this

chapter, and in subsequent sections we will particularize it for the di�er-

ent targets under consideration. Moreover, we reiterate that the struc-

ture of Eq. (4.27) can be understood as a consequence of energy con-

servation: the target interaction with the free electron connects every

pair of eigenstates of the quantum target, |ϕ⟩ and |ϕ′⟩ through the in-

teraction Hamiltonian matrix elements, and then re�ects this transition

with a momentum shift of the electronic wavefunction equal to qϕ,ϕ′ to

satisfy energy conservation in the non-recoil approximation. In the fol-

lowing sections, we will use scattering matrices like that in Eq. (4.27) to

study the interaction between a free electron and two di�erent kinds of

targets: isolated QEs, characterised by a very simple energy landscape,

and polaritonic targets, in which the anharmonic polariton energy ladder

introduces some very interesting degrees of freedom into the problem.
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4.3 Quantum state preparation and readout with

free electrons

In this section, armed with the theoretical framework for the quantum

description of the coherent interaction between free electrons and arbit-

rary optical and material excitations shown in Section 4.2, we tackle the

general problem of the assessment of free electrons as tools for QE state

generation and interrogation.

The ability to control the state of a qubit is crucial for all emergent

branches of quantum technologies. Applications such as quantum com-

puting, communication or metrology bene�t from having precise control

over the state of quantum systems. Proposals of the exploitation of op-

tical �elds to prepare and manipulate quantum states date back to the

early stages of quantum mechanics itself [327], when both quantum and

semi-classical formulations showed that optical pulses and oscillatory

�elds provide a useful toolkit for such purpose. Despite the undeniable

success in the use of light �elds in quantum technologies, free space op-

tical excitations su�er from being di�raction-limited, which imposes a

strong limitation on the minimal size that elements must present in or-

der to be individually addressable. As such, free electrons, due to their

highly short-range interaction, and the recent developments in the elec-

tronic wavefunction engineering, appear as very appealing candidates

to be used in quantum platforms for quantum state preparation and

readout.

To retain clarity, we choose to parametrize our models in a phe-

nomenological fashion (within realistic bounds), avoiding the question

of their actual physical implementation. The section is structured as

follows: in subsection 4.3.1 we introduce the Hamiltonian describing the

interaction between modulated electrons and single QEs and particu-

larize the scattering matrix for such case. Next, we explore perfectly

modulated electrons in subsection 4.3.2, and show how single electron

interaction and continuous electron pumping can be used to perform

QE state preparation. We then proceed to analyse realistic, �nitely

modulated electronic wavefunctions and QE spontaneous emission to
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set the constraints that the system parameters must ful�l for the imple-

mentation of targeted QE states in subsection 4.3.3. Finally, in subsec-

tion 4.3.4, we outline the potential of free electrons, and their quantum

nature, as tools for quantum state tomography.

4.3.1 Model

The interaction of a localized exciton transition and a passing electron

can be described through the Hamiltonian given in Eq. (4.11) (and in

Refs. [P5, 310, 312, 317]), which can be equivalently written in an ex-

plicitly hermitian form as:

ĤI = ℏ
∑
q

[ge−QE
q σ̂†b̂q + (ge−QE

q )∗σ̂b̂†q], (4.28)

where the de�nition of the magnitudes in Eq. (4.28) is the same as pre-

viously introduced. Although not relevant, for completeness we mention

that the bare Hamiltonian of this system reads Ĥ0 =
∑

k Ek ĉ
†
k ĉk +

ℏωσ̂†σ̂. To analyze the e�ect of the passing electron on the QE, we

calculate the �nal state of the system using the scattering matrix form-

alism by application of the Magnus expansion [326], as introduced in

subsection 4.2.3. Particularizing Eq. (4.27) for the interaction Hamilto-

nian above, the scattering matrix up to the �rst order in the Magnus

expansion [312] can be written as

Ŝ = exp

[
− i
(
βσ̂†b̂+ β∗σ̂b̂†

)
+ Ô(β2)

]
, (4.29)

where we have introduced the integrated coupling strength, β, which

throughout this section will be de�ned as β ≡ ge−QE
q0 L/v0. In this

expression, v0 is the central velocity of the electron beam, and L is

the length of the imaginary box used to quantize the free-electron mo-

mentum eigenstates. We remark, that throughout this section we will

phenomenologically parametrize β, exploring a range of values within

realistic bounds, but independent of any actual physical implementa-

tion. Note that in Appendix G we demonstrate the validity of the �rst

order Magnus expansion and the feasibility of the explored parameter
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range for the case of a free electron and QE interacting through free

space by extending the propagator above to the third order of the Mag-

nus expansion. Note that we have dropped the q subindex as energy

conservation �xes q = q0 ≡ ω/v0, with ω being the natural frequency of

the QE. Using that (βσ̂†b̂ + β∗σ̂b̂†)2 = |β|2 1, neglecting contributions

higher than β2 in the Magnus expansion and absorbing complex phase

of β in the QE ground state, the scattering matrix can then be written

as [312, 315]

Ŝ = 1 cos(|β|)− i(σ̂†b̂+ σ̂b̂†) sin(|β|). (4.30)

This simple expression allows describing the free-electron-QE interac-

tion, keeping in mind that corrections of order β2 would need to be

included in Equation (4.29) for large coupling strengths. In what fol-

lows, we omit the absolute value of the coupling strength, β, and assume

that it is real and positive. For QE state preparation and readout, the

initial state of the compound system can be written as the product state

of QE and free-electron initial density matrices, ρ0 = ρQE
0 ⊗ ρe0, and the

�nal state after interaction is simply given by ρ = Ŝρ0Ŝ
†. In the next

sections, we employ the closed-form approach outlined here to investig-

ate di�erent free-electron and QE con�gurations.

4.3.2 Ideally modulated electrons

Similarly to the concept of coherent states in quantum optics, |α⟩, which
are the eigenstates of the bosonic annihilation operator as â |α⟩ = α |α⟩,
we de�ne the ideally modulated electron wavefunctions to be eigenstates

of the electron ladder operator, b̂q. A particular choice that ful�ls this

condition may be written as [328]

|Cϕ⟩ = D
∞∑

n=−∞
einϕ |k0 − nq⟩ , (4.31)

with D being a normalization factor. Note that the choice in Eq. (4.31) is

not unique, and particle-like wavefunctions3 can also be used to describe

ideally modulated electrons [311, 315, 316]. The action of the ladder

3Particularly, describing the electronic wavefunction in momentum space as
a Gaussian distribution around k0 as |ψ⟩ =

∫
dk B(k) |k⟩, with B(k) =
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operator on this state is just b̂ |Cϕ⟩ = e−iϕ |Cϕ⟩, and conversely b̂† |Cϕ⟩ =
eiϕ |Cϕ⟩.

The action of the scattering matrix in Eq. (4.30) on an initial state

characterized by the product of this electronic wavefunction, and any

arbitrary QE state, ρQE
0 , has the form

ρ =
[
Ŝrρ

QE
0 Ŝr

†]⊗ |Cϕ⟩⟨Cϕ| , (4.32)

with Ŝr = 1 cos(β)− i(σ̂†e−iϕ + σ̂eiϕ) sin(β). Thus, the �nal state turns

out to be a product state of the initial electronic comb and an unit-

ary operation applied onto the inial QE state. Hence, free electron and

QE remain disentangled, and the passing electron does not retain any

information about the emitter. This indicates that ideally modulated

electrons will perform poorly as tools for quantum state readout. Nev-

ertheless, by tracing out the free-electron degrees of freedom in the �nal

density matrix, one �nds ρQE = Tre[ρ] = Ŝrρ
QE
0 Ŝr

†
. Due to the unitary

character of Ŝr then one has Tr{(ρQE)2} = Tr{(ρQE
0 )2}, and therefore

the purity of the QE state,

P =
√

2Tr{(ρQE)2} − 1, (4.33)

is preserved in its interaction with a perfectly modulated electron beam

regardless of the interaction parameters, which is a very desirable prop-

erty for quantum state preparation. Note that P = 1 (P = 0) for pure

(maximally mixed) QE states in Equation (4.33).

To investigate the e�ect of the modulation on the �nal QE state,

we consider now that the QE is initially in the pure state
∣∣ψQE

〉
=

cos(θ) |g⟩ + sin(θ)e−iγ |e⟩ and the electron is ideally modulated with

wavefunction given by Equation (4.31). It can be shown that the prob-

ability of �nding the QE in the ground state after interaction (i.e., the

�nal ground state population) is given by

⟨g|ρQE|g⟩
ideal

=cos2(θ)− sin2(β) cos(2θ)

(2πσ2
k)

−1/4 exp
{
−((k − k0)/(

√
2σk))

2
}
, such that σk ≪ q one sees that ⟨ψ|b̂q|ψ⟩ =

exp{−q2/8σk}, which in the particle-like limit of σk → ∞ tends to 1.
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+
1

2
sin(ϕ− γ) sin(2θ) sin(2β). (4.34)

Conversely, if the initial state of the electron is monochromatic (mc),

i.e equal to |k0⟩, then the same probability becomes ⟨g|ρQE|g⟩mc =

cos2(θ)−sin2(β) cos(2θ). Hence, we can identify the second line of Equa-

tion (4.34) as the contribution due to electron modulation. This term

presents a dependence on sin(2θ) = 2 sin(θ) cos(θ), which can be related

to the coherences of ρQE
0 , and indicates that the contribution to the �nal

populations takes place through interference with the initial state. The

modulation contribution is maximal when | sin(2θ)| = 1, a condition

that coincides with the maximum expectation value for the QE dipole

moment operator, d̂ ≡ dσ̂ + d∗σ̂†, given by

〈
ψQE

∣∣d̂∣∣ψQE
〉
= ûd|d| sin(2θ) cos(ζd − γ), (4.35)

where ûd is the unitary vector in the dipole moment direction, and ζd
is its complex phase argument. Interestingly, the �nal ground state

probability in Eq. (4.34) is also sensitive to the initial phase, γ, through

ϕ, and therefore one may have access to complete information of the QE

state through modulation.

Even though large coupling strengths are attainable under su�-

ciently precise electron positioning [P5] and, therefore, single electron-

QE interaction events are already of practical relevance, in general, the

coupling between a QE and a single free electron will be weak. It is

therefore of interest to investigate setups in which the QE sequentially

interacts with identically prepared modulated electrons. We assume that

these arrive at the emitter with a constant rate γe = 1/τ (much slower

than the QE-electron interaction), and using that each of them alter

the target state by ∆ρQE = Ŝrρ
QEŜr

† − ρQE
0 , we can construct a Von

Neumann equation for the QE dynamics. In the limit of weak coupling,

Ŝr → 1− iβ(σ̂†e−iϕ + σ̂eiϕ) and

ρ̇QE ≈ ∆ρQE

τ
≈ − i

ℏ
[Ĥeff , ρ

QE], (4.36)

where Ĥeff = ℏ
τ β(σ̂

†e−iϕ + σ̂eiϕ). This e�ective Hamiltonian has the
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form of a coherent optical driving of the QE in the rotating frame [329],

and therefore we can expect the emergence of Rabi oscillations in the

interaction with the train of modulated electrons.

To get a deeper intuition of the induced QE dynamics, through-

out this section we will represent the evolution of the QE state by

the associated trajectories in the Bloch sphere. For that matter, we

now introduce the Pauli matrices σ̂i, de�ned as σ̂1 ≡ |e⟩⟨g| + |g⟩⟨e|,
σ̂2 ≡ −i |e⟩⟨g| + i |g⟩⟨e| and σ̂3 ≡ |e⟩⟨e| − |g⟩⟨g|, which enable us to

parametrize the QE state as ρQE = (1 + xσ̂1 + yσ̂2 + zσ̂3)/2, with

associated {x, y, z} coordinates in the Bloch sphere. In this representa-

tion, the z component codi�es the excited state probability of the state

(⟨|e⟩⟨e|⟩ = (1 + z)/2), while the x and y coordinates codify the coher-

ences of the state (⟨|e⟩⟨g|⟩ = (x + iy)/2). The two eigenstates of Ĥeff

above have coordinates [x, y, z] = ±[cos(ϕ), sin(ϕ), 0], and therefore, the

component of any QE state along these eigenvectors is preserved over

time, while its normal component oscillates in the plane normal to this

vector. Thus, the e�ective Hamiltonian above induces a state precession

around the axis de�ned by ϕ, the relative phase between consecutive

terms in Equation (4.31). As this vector is normal to the z-axis, a QE

initially in the ground state (or, in general, any state normal to the

eigenvectors of Heff), will experience Rabi-like oscillations in its dynam-

ics, with frequency βγe, and the phase of the coherences in ρQE �xed

in time4. Note that, by adiabatically modifying the modulation phase

ϕ of the incoming electrons, it is also possible to rotate the phase of

the coherences in ρQE. This, together with the Rabi dynamics above,

constitutes a complete mechanism for arbitrary QE state preparation.

4.3.3 State preparation with non-ideally modulated elec-

trons

We have shown that perfectly modulated electrons present promising

features for the preparation of quantum states in QE targets. In this
4Again, this is due to the oscillations taking place in the plane de�ned by the

normal vector [cos(ϕ), sin(ϕ), 0]. Since this vector lies on the x−y plane, as the state
oscillates, the values of atan(y/x) will remain constant, and so will the complex phase
of the state's coherence, indicated above.
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subsection, we explore the constraints that emerge for this purpose when

non-ideal, more realistic electron modulations are considered. As in the

previous section, we begin by taking a look at the single electron-QE

interaction event, and then proceed to study the phenomenology that

arises under continuous electron driving.

Single electron-QE interaction

We consider arbitrary electron wavefunctions spanning a continuum of

wavevector components, with the general form |ψe
0⟩ =

∫
dkB(k) |k⟩.

Thus, the initial state of the QE-electron system is ρ0 = ρQE
0 ⊗ |ψe

0⟩⟨ψe
0|.

Applying Equation (4.30) and taking the partial trace over the free

electron, ρQE =
∫
dk ⟨k| Ŝρ0Ŝ† |k⟩, the state of the QE after interaction

reads

ρQE = ρQE
0 + i

sin(2β)

2

[
ρQE
0 , I

′
1σ̂1 + I

′′
1 σ̂2

]
+

sin2(β)

2

{ (
σ̂1ρ

QE
0 σ̂1 + σ̂2ρ

QE
0 σ̂2 − 2ρQE

0

)
+ I

′
2

(
σ̂1ρ

QE
0 σ̂1 − σ̂2ρ

QE
0 σ̂2

)
+ I

′′
2

(
σ̂1ρ

QE
0 σ̂2 + σ̂2ρ

QE
0 σ̂1

)}
, (4.37)

where the e�ect of the initial electronic wavefunction is completely en-

coded in the overlapping integrals I1 ≡
〈
b̂
〉
e
=
∫
dk B(k)B∗(k + q)

and I2 ≡
〈
b̂2
〉
e
=
∫
dk B(k)B∗(k + 2q). The prime and double prime

notation is used to indicate the real and imaginary part of these mag-

nitudes, respectively. One can see that when B(k) is composed of a

single wavevector component narrower than q = ω/v0, these integrals

vanish, while |I1| = |I2| = 1 for a perfectly modulated wavefunction

like Equation (4.31). Thus, I1 and I2 account for the impact that the

free-electron modulation has on the �nal QE state.

Since all the electronic degrees of freedom are contained within the

modulation integrals, Ii, Equation (4.37) indicates that, as long as these

integrals are the same, the induced dynamics of the QE will also be

identical, regardless of the particular choice of |ψe
0⟩, and thus allows
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the comparison among di�erent wavefunction con�gurations within the

validity of the Magnus expansion in Equation (4.29). Several di�erent

strategies for electron modulation have been currently investigated in

the literature. In Ref. [311], Gaussian-shaped B(k) were investigated,

for which I1,2 → 1 in the particle-like limit of diverging momentum

width, as shown in footnote 3 on page 133, while I1,2 → 0 in the limit

of vanishing momentum spread. This translates into a large impact

of electron modulation in ρQE for particle-like electrons, while it is ir-

relevant in the limit of wave-like, unmodulated monochromatic elec-

trons. A di�erent wavefunction shaping strategy, based on PINEM,

has been investigated recently [285, 305], as it enables the preparation

of free electrons with a comb-like wavevector distribution of the form

|ψe⟩ =
∑

l Jl(2β) |k0 + lq⟩, where Jl is the l-th order Bessel function

and β, de�ned as in Eq. (4.29) and subsection 4.2.3, is the integrated

interaction strength with the PINEM �eld [317]. It can be shown that

In = δn,0 in this case (see Appendix H), which indicates that the in-

stantaneous modulation induced by the interaction with a classical op-

tical �eld will not produce measurable changes in the state of the QE.

However, if the free electrons are left to drift after the PINEM inter-

action [314, 315], contributions to the overlapping integrals appear for

relativistic velocities. In Appendix H, we explore this mechanism and,

in agreement with Refs. [310, 330], we �nd that |I1| ⪅ 0.581 in this

con�guration. Other works in the literature have proposed more soph-

isticated setups involving multi-stage, single colour PINEM preparation

steps, for which the modulation integrals are predicted to achieve values

as high as |I1| ≈ 0.998 [330, 331]. Other approaches, more complex,

but more easily integrable in conventional electron microscopes, involve

an initial interaction of the free electrons with an optical resonator to

generate CL emission and electron modulation. These resonators are

engineered as planar metasurfaces that focus the generated CL into a

target of interest [332] with which the free electrons subsequently inter-

act [333]. Since the modulated electrons interact with the target after

it has been placed on a quantum superposition, then from quantum in-

terference, one is able of extracting information, such as the coherence

lifetime of the samples [312, 334].
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The di�erence between drifted-PINEM-like and particle-like electron

wavepackets will become apparent when considering targets in which dif-

ferent transition energies are present, as in Section 4.4. In a nutshell, I1,2
have the form of autocorrelation functions in k-space. Therefore, since

a particle-like electron has a very broad wavevector distribution, it will

be self-similar upon any wavevector translation, interacting in the same

way with all the optical transitions present in the target. On the other

hand, the comb-shaped wavefunction of PINEM electrons is only self-

similar upon the translation of certain momentum values, and therefore

allow to selectively address certain transitions of the target [P5]. This

means that the e�ect of electron modulation must be understood as

a result of quantum interference, rather than classical charge localiza-

tion or bunching [311], and that strategies employing quantum-optical

�elds [280], multiple resonant frequencies [287, 297], multi-stage, single

colour preparation processes [330, 335], or general multi-stage prepar-

ation processes [331] are required to fully exploit modulated electron

wavepackets for QE state preparation.

Back to Equation (4.37), its �rst line contains the term that gives rise

to the Rabi dynamics discussed in Section 4.3.2 (note that sin(2β)/2 ≈ β

in the weak coupling limit). Importantly, it shows that the Rabi fre-

quency is proportional to |I1|, and therefore originates from the electron

modulation. Moreover, for small coupling strengths, this is the lead-

ing order term in β, since that sin2(β) ≈ β2 in the rest of terms [310],

which reveals that the phenomenology for realistic electron modulation

resembles the ideal one for su�ciently weak coupling strength. The last

two lines in Equation (4.37) also present a dependence on the electron

modulation through I2. As we will later show, these contributions are re-

sponsible for cancelling the electron-induced dephasing that takes place

for non-modulated electrons at relatively large coupling strengths.

To illustrate the di�erence in quantum state preparation between

realistic and perfect electron modulation, we choose a free-electron wave-

function consisting of a �nite comb of N identical peaks,

|ψe
0⟩ = 1√

N

N∑
m=1

|k −mq⟩ , (4.38)
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Figure 4.1: Final state of the QE after its interaction with a realistic
(non-ideally modulated) electron wavefunction. The initial QE state is∣∣∣ψQE

0

〉
= cos(θ) |g⟩ + sin(θ)ei

π
2 |e⟩. a) Ground state probability and b)

purity of the �nal QE state as a function of initial ground state probability
⟨g|ρQE

0 |g⟩ = cos2(θ), and integrated coupling strength, β. On each row,
panels left to right correspond to electron combs of sizes N = 1, 2 and
10 respectively, as indicated on top of each column. Panel (c) renders the
purity loss, ∆P = P0 − P as a function of the electron comb size, N .

for which In = 1 − n/N (I2 = 0 for N = 1). We �rst assume that

this electron interacts with a QE that is initially in the pure state∣∣∣ψQE
0

〉
= cos(θ) |g⟩+sin(θ)ei

π
2 |e⟩. Figure 4.1 (a) shows the probability of

�nding the QE in the ground state after the interaction and Fig. 4.1 (b)

the purity of its �nal state as a function of the initial ground state pop-

ulation, ⟨g|ρQE
0 |g⟩ = cos2(θ), and the coupling strength, β. Note that

despite the perturbative character of our description, we have taken the
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liberty to range β up to unity, where, in general, higher order corrections

in the Magnus expansion would be required. In the panels depicting the

purity, black contour lines indicate regions of high �nal purity, while

white contours are used to indicate regions in which the purity falls be-

low 0.2. The three columns in Fig. 4.1 (a,b) show the results for combs

of three di�erent sizes, N = 1, 2 and 10, as indicated on top of the

�gure. In the case of a monochromatic electron (N = 1), we can observe

two di�erent regions in the dependence of the ground state population

on β. At very low couplings, the �nal ground state population follows

the initial one, and, as β is increased, more population is shifted by the

interaction with the electron. At β = π/4 the QE has ⟨g|ρQE|g⟩ = 1/2

for every possible initial state, point beyond which the electron interac-

tion is able to move more than 50% of the QE's population in the single

interaction event, indicating that the e�ect of the interaction with the

free electrons is the largest [315, 317]. Note that as the interaction

strength is increased, the purity of ρQE is progressively reduced, reach-

ing the limiting case of vanishing P for β = π/4 and ⟨g|ρQE
0 |g⟩ = 0,

1, which reveals that the QE is left in a maximally mixed state. This

is detrimental for quantum state preparation, but potentially bene�cial

for the readout of the QE state, which can become highly entangled

with the passing electrons (see Section 4.3.4). Note that the purity of

the �nal state approaches unity in most QE and electron wavefunction

con�gurations apart from this particular region of the map.

The N = 1 con�guration represents the opposite of the ideally mod-

ulated electron treated in Section 4.3.2. As the number of wavevector

components of the electron comb increases, the purity loss,∆P = P0−P,
is reduced in the whole parameter plane, as shown in Figure 4.1(b). This

trend is accompanied by a modi�cation of the landscape of �nal ground

state probabilities, which develops a more complex dependence on |ψe
0⟩

and coupling strength, approaching Equation (4.34) asN increases. This

allows, for instance, to prepare the QE in the excited state with a wider

range of system parameters [317]. Considering the case of general N ,

it can be shown that maximum purity loss takes place for QEs initially

in a equally weighted superposition of ground and excited state. Like

in the perfectly modulated case, this can be linked to the maximum
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expectation value of the QE dipole moment, a condition in which the

coherences in ρQE
0 acquire a relevant role in the QE-electron interaction

(see Section 4.3.2). In this particular con�guration, an upper bound for

the QE purity loss can be extracted, having

∆P ≤ 1− 1

N

√
(N − 2 sin2(β))2 + sin2(2β) ≤ 2

N
, (4.39)

where, in the last step, the limit N → ∞ is taken. Equation (4.39)

reveals the impact of �nite size e�ects in the electron comb on the purity

of the QE state. It also unveils that ∆P scales as sin2(β) ≈ β2 in the

weak coupling limit, vanishing faster than the Rabi frequency in the QE

dynamics (proportional to β in Equation (4.36)).

In Figure 4.1(c) the purity loss of the QE state is plotted against the

number of wavevector components in the electron wavefunction. The

worst (largest loss) and typical (averaged) ∆P are shown in black and

red dots, respectively. They are extracted numerically from calculations

for all possible values of {β, θ} in Fig. 4.1(a,b) and for N ranging from

1 to 1000. The purple solid line renders the upper bound given by

Equation (4.39), i.e. ∆P ≤ 2/N ≈ 2(1 − |I1|), where in the last step

we have reverted back to the modulation integral. The faint gray thick

lines are a guide for the eye of the N−1 dependence featured by both

sets of data for large enough electron comb. The dotted horizontal line

corresponds to ∆P = 1, for which the QE is in a maximally mixed state

(M. m. s., P = 0) and can be maximally entangled with the passing

electron. Notice that, unexpectedly, this condition can be very closely

met for N = 2 > 1, which opens the door to exploiting the coherence of

modulated electrons for quantum state tomography.

Continuous electron-QE interaction

In what follows, we study the phenomenology of continuous electron-QE

interaction for non-perfectly periodic wavepackets. Following the same

arguments that led to Equation (4.36), now fed with the density matrix

in Equation (4.37), a master equation for the QE dynamics induced by its

continuous, sequential interaction with non-ideally modulated electron
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wavepackets (with rate γe) can be written as [310]

ρ̇QE ≈ γe

(
ρQE − ρQE

0

)
− γ0

2
Lσ[ρ]. (4.40)

Importantly, note that in a re�nement of our model, a Lindblad term

given by L[ρ] = (σ†σρ + ρσ†σ − 2σρσ†) has been included to account

for spontaneous decay of the QE. Expressing the initial density matrix

of the QE in the Bloch basis as ρQE
0 = (1 + xσ̂1 + yσ̂2 + zσ̂3)/2, and

its time derivative as ρ̇QE = (1 + ẋσ̂1 + ẏσ̂2 + żσ̂3)/2, it can then be

shown that the coordinates of the QE's state in the Bloch sphere evolve

according to the �rst order di�erential equationẋẏ
ż

 =


 g1I

′
2 g1I

′′
2 g2I

′′
1

g1I
′′
2 −g1I

′
2 −g2I

′
1

−g2I
′′
1 g2I

′
1 −g1 − γ0

2

−
(γ0
2

+ g1

)
1


xy
z

−

 0

0

γ0

 ,

(4.41)

where, for compactness, we have de�ned g1 = γe sin
2(β) and g2 =

γe sin(2β), and I1,2 are the k-space overlapping integrals. Remarkably,

in absence of modulation the roles of g1 and spontaneous decay are very

similar, with the main di�erence being the steady state towards which

each mechanism gravitates. To shed light into the dynamics described

by Equation (4.41), let us �rst examine the steady state (ẋ = ẏ = ż = 0),

and subsequently analyze how it is reached. In absence of modulation

(I1,2 = 0, i.e. for a monochromatic electron), the QE steady state is

xssyss
zss

 = −


0

0
γ0

γ0+2γe sin2(β)
,

 , (4.42)

which nicely showcases the interplay between the two mechanisms gov-

erning the dynamics: radiative decay tends to bring the QE to its ground

state (z = −1 in the Bloch sphere), while the incoming electrons tend

to drive the QE to a maximally mixed state at the origin of the Bloch

sphere. Evaluating the probability of �nding the QE in its excited state,

⟨e|ρQE|e⟩ = 1+zss
2 , we �nd that its maximum value is 1/2 [310, 313,
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Figure 4.2: QE steady states accessible through the continuous inter-
action with modulated electrons. Each colour corresponds to a value of
γ0/γe, the ratio between QE radiative decay and electron driving rates.
The modulation integrals are free to vary, and the coupling strength, β
is limited to 1, 0.7, and 0.5 in the three di�erent panels. Each region
contains all the states attainable for larger γ0/γe. The green dots rep-
resent the steady states with maximum excited state probability for the
non-modulated case for each value of γ0/γe and maximum allowed β. The
solid black line represents the edge of the Bloch sphere.

317, 336], obtained for γe ≫ γ0. This condition yields P = |zss| = 0,

which reveals that all the quantum coherence in the QE is erased by the

incoming electrons. This result is the extension of the purity loss dis-

cussed in Fig. 4.1 for single electrons: in each interaction event, the QE

state experiences some purity loss, and once the QE state is a statistical

mixture, the steady state corresponds to equal ground and excited state

populations (i.e. when the QE is in a maximally mixed state). We term

this mechanism electron-induced dephasing, and it will also play a role

in the QE dynamics even when modulation is introduced.

In contrast to the simple form of the steady state in absence of mod-

ulation given in Eq. (4.42), when modulation is introduced the steady

state expression becomes rather obscure. It is then more instructive

to show which regions of the Bloch sphere can be accessed in the dif-

ferent parametric regimes. In Figure 4.2, we show the steady states

that may be reached through electron modulation for values of the ratio

γ0/γe ranging 3 orders of magnitude. Each color region contains the

steady states accessible through variations in the overlapping integrals
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and coupling strength. In particular, the modulus of the modulation

integrals is allowed to vary within |Ii| ∈ [0, 1], while their phases are

set so that the QE states lay within the xz-plane5, and the coupling

strength is limited to β ≤ {1, 0.7, 0.5} for each of the panels in Fig. 4.2.

As with monochromatic electrons, the set of accessible states lies close

to the ground state for large QE radiative decay, while it encompasses

a larger portion of the Bloch sphere for large incoming electron rate,

approaching the point of maximally mixed states (z = 0) for γ0/γe → 0.

As the maximum value of the coupling strength is limited, the region of

accessible steady states shrinks towards the ground state, exactly like in

the non-modulated case. However, electron modulation makes possible

to have steady states with higher excited state probability. To demon-

strate this, we add green points in Fig. 4.2 to indicate the steady states

with maximum excited state probability in the non-modulated case for

each value of γ0/γe and maximum β. These points lay where the x = 0

axis intersects the top edge of the states accessible through modulation,

and remarkably, always have lower z coordinate (i.e. lower excited state

probability) than other accessible steady states with �nite x coordin-

ate. The maps shown in Fig. 4.2 correspond to numerical results, as no

closed-form expression for the regions could be found. This makes the

prediction of �nal QE states for a particular subset of electron wave-

function parameters a non-trivial task. However, an expression for the

steady states in the limit of weak coupling strength can be found in [310].

Note that the solid black line in Figure 4.2 renders the edge of the Bloch

sphere, where QE pure states are located. Thus, only accessible steady

states in the vicinity of the ground state have high purity, which imposes

an essential limitation for quantum state preparation purposes.

Since the continuous free-electron drive only leads to low purity

steady states, we now shift our attention to the transient dynamics of

the interaction between emitter and incoming free electrons. The prin-

cipal timescales will be given by the eigenvalues of the coe�cient matrix

in Equation (4.41). In the case of monochromatic electrons, it is already

diagonal, and all eigenvalues are real and negative: λ1,2 = −(γ0/2 + g1)

5These regions acquire azimuthal symmetry around the z-axis if the phases of Ii
are set as free parameters.
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Figure 4.3: Real (a) and imaginary (b) part of the three eigenvalues,
λ1,2,3 , of the coe�cient matrix in Equation (4.41) for I1 = I2 = INorm

and γ0 = 0. The eigenvalues are rendered versus the absolute value of the
overlapping integral and QE-electron interaction strength. x (c), y (d)
and z (e) components of the eigenvectors, v⃗1,2,3, as a function of INorm

and β/π.

and λ3 = −(γ0 + 2g1). The system dynamics therefore consists of an

exponential decay of the Bloch vector to the steady state, which takes

place even in the absence of radiative QE decay, through the electron-

induced dephasing mechanisms introduced in the previous subsection,

which is weighted by g1 ∝ sin2(β). Figure 4.3 displays the real (a) and
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imaginary (b) part of the eigenvalues, λ1,2,3, for real I1 = I2 = INorm

and γ0 = 0. These are rendered as a function of INorm and the coupling

strength β. Note that, in the small radiative decay regime, γ0 enters in

the coe�cient matrix of Equation (4.41) through the identity matrix,

which means that its e�ect is limited to a shift in the real part of the ei-

genvalues. All eigenvalues have negative real part and present vanishing

(b1), positive (b2) or negative (b3) imaginary part. Thus, all describe

an exponential decay into the steady state, but also an oscillatory Rabi-

like dynamics, which will give rise to transient states beyond those in

Figure 4.2. This oscillatory behaviour only takes place in regions of

panels (b2) and (b3), where λ′′2,3/γe are non-zero. These are delimited

by the inequality |INorm sin(2β)| > sin2(β) (Rabi frequency larger than

electron dephasing rate).

In the limit of weak QE-electron coupling and weak radiative decay,

the eigenvalues of the coe�cient matrix acquire the form

λ1
γe

= −γ0
γe

− β2 [1− |I2| cos (2 θ1 − θ2)] ,

λ2
γe

= −γ0
γe

− β2
(3 + |I2| cos (2 θ1 − θ2))

2
+ 2i|I1|β, (4.43)

λ3
γe

= −γ0
γe

− β2
(3 + |I2| cos (2 θ1 − θ2))

2
− 2i|I1|β,

where we have written In = |In|eiθn to highlight the di�erent roles of

their amplitude and phases. As anticipated above, the imaginary part of

the eigenvalues is proportional to the absolute value of I1, while I2 only

modi�es the real part. Thus, one can write the Rabi-like frequency for

the system in the weak coupling limit as Ωwc
R = 2|I1|γeβ [310, 313], which

recovers the result in Equation (4.36) for |I1| = 1. Equations (4.43) re-

veal that for vanishing γ0/γe, smaller β values lead the QE to experience

longer oscillatory transients before reaching the steady state. Import-

antly, Eq. (4.43) also shows that the phases of the overlapping integrals

have an important in�uence on the exponential relaxation, allowing to

slow down or speed up these dynamics for QE states along the eigen-

vectors.

In Fig. 4.3 we also show the squared absolute value of the components
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of the eigenvectors v⃗1,2,3, associated to the three eigenvalues in panels

(a)-(b). The components along x, y, and z are rendered against INorm

and β in panels (c), (d), and (e), respectively. Figure 4.3(c) reveals that

the projection along x of the Bloch vector representing any QE state is

completely governed by v⃗1, and therefore experiences a purely exponen-

tial decay in time. On the contrary, the Bloch vector projection within

the yz-plane does not evolve monotonically, as it involves eigenvectors

v⃗2 and v⃗3. This indicates that the QE excited and ground populations

(given by the z-component of the state vector) undergo Rabi oscilla-

tions6. In fact, the plane of oscillation depends on the phase of the

overlapping integrals I1,2 (both are real in Figure 4.3). It can be shown

that for negligible |I2|, the plane always contains the z-axis, and that

the angle it forms with x axis is φ = − atan(1/ tan(θ1)) = θ1−π/2. This
behaviour is inherited from the ideally modulated case, and stems from

the dependence of the QE �nal populations on the initial coherences,

since this contribution becomes maximal when I1 and QE coherences

are ±π/2 out of phase, as illustrated in Equation (4.34).

The dependence of the QE dynamics on θ1, the phase of the overlap-

ping integral I1, is analysed in more detail in Figure 4.4(a). It renders

the trajectories followed by the state vector of a QE initially in its

ground state for various values of θ1. The limit of negligible purity

loss is taken: β = 10−3 and γ0 = 0. We can observe that the QE state

lays always at the surface of the Bloch sphere and the trajectory plane

rotates with θ1. This mechanism allows reaching any point on the sur-

face of the Bloch sphere, which shows the capability of modulated free

electrons for QE state preparation for low β and large γe. The detri-

mental e�ect of increasing the QE-electron interaction is showcased in

Figure 4.4(b), where θ1 = −π/2 so that the dynamics take place within

6In absence of radiative loss, for weak modulation, the z component of the Bloch
vector exponentially relaxes to a maximally mixed state and for a QE initially in

the ground state one has z = −eλ
′
it, with an associated excited state probabil-

ity Pe(t) = 1+z(t)
2

, which at early times Pe(t) ∝ t. On the contrary, for strong
modulation, the complex eigenvalues will appear in complex-conjugate pairs giving

z = −eλ
′
2t cos

(
λ

′′
2 t
)
, which in the Rabi-dominated regime presents a quadratic ex-

cited state probability at early times Pe(t) ∝ t2, in agreement with predictions in
Ref. [316].
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Figure 4.4: QE dynamics under continuous driving with modulated
electrons. a) QE paths along the surface of the Bloch sphere from the
ground to the excited state for γ0 = 0 and di�erent θ1, the phase of I1. b)
QE trajectories for di�erent β values (θ1 is chosen so that the QE state
remains within the xz-plane). The di�erent trajectories correspond to
β values of 10−3, 0.1, 0.3 and 0.9, where the red arrow points towards
trajectories of higher β values. Panels (c-e) represent the trajectories
(black) and equal-time contours (grey) for QEs initially in various pure
states within the xy-plane. I1 = 0, |I2| = 0.2, and three values of θ2: 0
(c), π/2 (d) and π (e). Panels (f-h) show the same situation as before but
for θ2 = 0 and three values of |I2|: 0.5 (f), 0.9 (g), and 1 (h) respectively.

the xz-plane. The paths followed by the QE state over a single Rabi

period, 2π/Ωsc
R = γe |I1 sin(2β)|, are displayed for di�erent β. Note that

we have corrected the expression of the Rabi frequency to follow the

dependence obtained from Eq. (4.30). The trajectories in Fig. 4.4(b)

show the purity loss caused by electron-induced dephasing, which is lar-

ger for higher coupling strength, making the QE trajectory depart from

the edge of the Bloch sphere and towards the maximally mixed state at

z = 0.
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As illustrated in Equations (4.43), the overlapping integral I2 allows

modifying the decay dynamics of QE state vector. As described in Ap-

pendix I, I2 breaks the symmetric decay of the real and imaginary parts

of the QE coherences, and introduces two distinct decay rates for them,

which in absence of I1 are λ± = −g1(1±|I2|) (note that we take γ0 = 0).

The corresponding eigenvectors read

v⃗± =
±
√
1± cos(θ2)sign(sin(θ2))x̂+

√
1∓ cos(θ2)ŷ√

2
. (4.44)

In the limit |I2| → 1, λ− vanishes and v⃗− is preserved in time, while

v⃗+ decay the fastest. By tuning θ2, it is possible to tailor the x and

y-components of v⃗−, and therefore, to select the phase of the coher-

ences in ρQE. As shown in Appendix I, the phase preserved ful�ls7

ϑ ≡ atan (y/x) = θ2/2 + Nπ. This phenomenology is explored numer-

ically in Figure 4.4(c)-(h), which display QE trajectories (black lines)

within the xy plane for various initial pure states (located at the edge

of the Bloch sphere) and for di�erent values of |I2| > 0 and θ2. We

make I1 = 0, which can be realized by modulating the electrons to twice

the QE frequency. As a guide for the eye, we show in light grey lines

the equal-time contours for initially pure states in the xy plane, as an

illustration of their temporal evolution. These clearly demonstrate the

asymmetric decay. Again, we take β = 10−3 and γ0 = 0. In the left

panels, |I2| = 0.2 and θ2 = 0 (c), π/2 (d) and π (e), showcasing the

rotation of the preserved phase from the horizontal to the vertical dir-

ection. Right panels correspond to θ2 = 0 and |I2| = 0.5 (f), 0.9 (g),

and 1 (h). They exhibit a slow dynamics along ϑ = 0, and QE tra-

jectories approaching the steady state tangentially to it. Importantly,

in Figure 4.4(h), a complete preservation of the phase along ϑ = 0 is

apparent, accompanied by a minimal ∆P. Note, in contrast, that initial

phases orthogonal to it decay into the maximally mixed state. Fig-

ure 4.4(c)-(h) point towards a strategy to coherently rotate ρQE within

the xy-plane by tuning the phase of I2 over time. As detailed in the
7If one wishes to preserve the coherences in the plane in which Rabi-oscillations

take place, then the phase relationship between the modulation integrals must ful�l
θ2 = 2θ1+(2N+1)π, (N ∈ Z), in agreement with the weak coupling limit eigenvalues
in Eq. (4.43).
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Appendix I, by varying the phase of this overlapping integral in time as

θ2(t) = θ2(0)+ωt it will possible to keep the QE's state phase-locked to

ϑ as long as ω ≤ 2|I2|g1. This, together with the Rabi oscillations de-

picted in Fig. 4.4 are mechanisms that are present in the case of ideally

modulated electrons and that persist when considering non-ideal modu-

lation. These therefore constitute a complete toolset for quantum state

preparation in isolated QEs, even when considering realistically prepared

free electron wavefunctions.

The main limitation of the outlined quantum state preparation schemes

is that they require a weak QE-electron coupling. Note that β determ-

ines the timescale of the coherent dynamics, and therefore, its magnitude

relative to the radiative QE lifetime and the electron arrival time set

the physical bounds for its implementation. On the one hand, in or-

der to observe Rabi oscillations, the condition 2|I1|βγe > γ0 must be

ful�lled [310]. On the other hand, for too large coupling, the incoming

electrons make the QE state collapse into the maximally mixed state. To

avoid this electron-induced dephasing, the condition 2|I1|βγe > 2γeβ
2

must be met. Both inequalities combined yield

1

2|I1|
γ0
γe

< β < |I1|. (4.45)

State-of-the-art electron sources of transmission electron microscopes

present repetition rates of up to 40 MHz [337], which sets the order of

magnitude for γe above. Depending on the material platform for the QE

realization, decay rates many orders of magnitude apart are available.

Here we take two as reference: excitons formed in WSe2/hBN hetero-

structures, presenting lifetimes of the order of 200 ns [338] (γ0 ≃ 4

MHz), while lifetimes as long as 500 µs have been reported in super-

conducting qubits [339] (γ0 ≃ 2 kHz). This means that for perfectly

modulated electrons (|I1| = 1), the integrated coupling strength, β,

must lay within {0.005, 1} in the former case, and within {2× 10−6, 1}
in the latter. Note that for single-colour, multi-stage preparation meth-

ods, theoretical analysis predict attainable modulation integrals as high

as |I1| = 0.998 [330], with already existing experimental demonstrations

of the proof of concept [335], indicating the technological feasibility of
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Figure 4.5: a,b) Rabi dynamics undergone by the z-component of the
Bloch vector as a function of coupling strength for realistic γe and two
QE realizations: solid-state excitons (a) and superconducting qubits (b).
Horizontal white lines plot the bounds established by Equation (4.45),
while the upper bound at β = 1 coincides with vertical axis limit. Both
panels share the same colour scale.

the realization of Rabi dynamics with modulated electrons. Figure 4.5

displays the z-component of the QE state vector as a function of coup-

ling strength and time for parameters corresponding to the solid-state

exciton (a) and superconducting qubit (b). The time axes are normal-

ized to the Rabi period, 2π/Ωsc
R . The white horizontal lines on each

panel correspond to the lower bound imposed by Equation (4.45), which

are in excellent agreement with the region of coupling strengths where

the oscillatory dynamics takes place. As expected, the oscillations in

the QE population are much longer-lived in the superconducting qubit;

even so, oscillatory dynamics are observed in both systems at appropri-

ate coupling strengths. Note that, in both panels, the QE tends towards

its ground state (z = −1) for β below the radiative decay threshold. On

the contrary, as β approaches the electron-dephasing threshold, the QE

state tends to the maximally mixed state (z = 0).

4.3.4 Quantum state tomography

So far, we have investigated the exploitation of ideal and realistic (non-

ideal) modulated electron wavepackets to perform QE state preparation.
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In this subsection, we study the use of the latter as a tool for quantum

state readout, which comes as an opportunity that only non-perfectly

periodic electron combs o�er, as brie�y discussed in Section 4.3.2. Let

us assume that we have prepared an electron in an initial state given as

a linear combination of wavevector eigenstates

|ψe⟩ =
∑∞

n=−∞ fne
inϕ |k0 − nq⟩√∑∞

n=−∞ f2n

, (4.46)

where fn is a real constant and ϕ is the phase di�erence between consec-

utive wavevector peaks. This electron interacts with a two-level system

in an arbitrary state, ρQE
0 , so that the initial state of the system is

ρ0 = ρQE
0 ⊗ |ψe⟩⟨ψe|, and the �nal state, obtained by the use of the scat-

tering matrix in Equation (4.29), is ρ = Ŝρ0Ŝ
†. Contrary to previous

sections, we trace now over the QE degrees of freedom to obtain the

free-electron density matrix after the interaction, ρe = TrQE{ρ}. This

allows us to compute the expectation value for the electron population

with wavevector k, ⟨n̂k⟩ = Tr{ĉ†k ĉkρ
e} (with ĉk being the annihilation

operator for an electron of wavevector k [P5, 310]), having

⟨n̂k⟩ =
1∑
n f

2
n

∑
n

{
cos(β)2f2n

+
sin(β)2

2

[
f2n+1 + f2n−1 + z

(
f2n+1 − f2n−1

)]
−|d|

2
sin(2β) sin(ϕd − ϕ)fn (fn+1 − fn−1)

}
δk,k0−nq, (4.47)

where we have written the initial state of the QE in Bloch basis in the

usual form, ρQE
0 = (1+xσ̂1+yσ̂2+zσ̂3)/2, and for compactness we have

de�ned d ≡ x + iy, and ϕd ≡ arg(d). Equation (4.47) reveals that the

�nal electron wavevector distribution is composed by peaks distributed

integer multiples away from k0 (the central wavevector of the initial

electron wavefunction), and that the �nal distribution is sensitive to the

three degrees of freedom of ρQE [312, 315]. Importantly, this indicates

that, in principle, it is possible to perform quantum state reconstruction

of QE states by modulated free electrons.

The amount of information carried by the free-electron wavefunction
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after the interaction can be measured through its degree of entanglement

with the QE state. As we are dealing with a bipartite system in a pure

state, we can use the Wooters concurrence [340] as the witness of the

electron-QE degree of entanglement

C ≡
√
2(1− Tr{(ρe)2} =

√
1− P, (4.48)

where P is the purity of the free-electron reduced density matrix, de�ned

as in Equation (4.33). C ranges from 0, for a separable state, to 1, for a

maximally entangled one. Equation (4.48) establishes that the concur-

rence is uniquely determined by P, depending monotonically on it, and

vanishing as it approaches unity. For the initial electron wavefunction in

Equation (4.46) interacting with a QE with an arbitrary density matrix

ρQE
0 = (1+ xσ̂1 + yσ̂2 + zσ̂3)/2, we have

C2(ρ)

sin(β)2
=2(2− |d|2)(1− I1

2) cos (β)2

+(1− z2)(1− I2
2) sin(β)2

+2z|d| sin(ϕ− ϕd) sin(2β)I1(I2 − 1)

+2(I1
2 − I2)|d|2 cos(2(ϕ− ϕd)) cos(β)

2, (4.49)

where we have used that
√

|d|2 + z2 = 1 (QE initially in a pure state),

and Ii are the modulation integrals of the electronic wavefunction. Note

that Eq. (4.49) has been written in such a way that in order for the

concurrence to vanish, both I1 and I2 must tend to 1. Consider for

instance that the initial electronic wavefunction is formed by N equal

amplitude peaks, then the two modulation integrals behave as I1 =

max {(N − 1)/N, 0} and I2 = max {(N − 2)/N, 0}. From these expres-

sions, the limiting forms of the concurrence for monochromatic and per-

fectly modulated electrons are

C(ρ) N=1
= sin(β)

√
4− 2|d|2 − (3 + z2 − 2|d|2) sin(β)2, (4.50)

C(ρ) N→∞
= 0. (4.51)

For an electron wavefunction consisting in a single wavevector peak, the
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�nal entanglement depends both on the initial state of the QE and the

coupling parameters. In particular, Eq. (4.50) predicts that maximal

entanglement is possible when the QE is initially in the fully excited

or ground state (z = ±1), and β = π/4, as can be seen from the zero

�nal QE purity shown in Fig.4.1(a) after interaction. In the case of a

perfectly modulated electron, the �nal concurrence tends to zero. This

limiting behaviour was already discussed in Section 4.3.2, where we dis-

carded perfectly modulated electrons as tools for QE quantum state

reconstruction. In Figure 4.6, we display the maximum concurrence at-

tainable for each free-electron con�guration, labelled through the pair of

parameters {N, β} and computed over all possible combinations of ρ0QE

and electronic modulation phase, ϕ. It shows that the degree of en-

tanglement monotonically diminishes with decreasing coupling strength

and comb size. High concurrence is possible for N > 1, which indicates

that, in principle, information can be extracted e�ciently from the sys-

tem, while having access to the phase properties of the QE coherences.

In what follows, we explore this idea of using electron combs with few

modulation wavevector peaks to readout the state of a QE, and compare

this strategy with using monochromatic wavefunctions (N = 1).

We analyse �rst the case of a monochromatic wavefunction by feed-

ing Equation (4.47) with fn = δn0. The �nal electronic state is composed

by three wavevector components: zero-loss peak, energy loss and energy

gain sidebands. Their amplitudes encode the probabilities for the elec-

tron wavevector to remain as before the interaction, or to gain, or lose

a quanta matching the QE optical transition. These are given by

⟨n̂k0⟩ = cos(β)2, (4.52)

⟨n̂k0±q⟩ =
sin(β)2

2
[1± z] . (4.53)

Equation (4.52) makes evident that the zero-loss peak depletion gives

information about the QE-electron coupling strength, while the imbal-

ance between energy gain and loss sidebands in Equation (4.53) reveals

the presence of an initial population in the QE excited state. Crucially,

no information about the QE coherences can be extracted from the free-

electron wavefunction, and thus it is impossible to ascertain the quantum
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Figure 4.6: Maximum possible electron-QE entanglement as measured
by the concurrence as a function of coupling strength and number of mo-
mentum peaks in the initial electronic wavefunction. The maximum is
taken over the set of all possible modulation phases, ϕ, and initial QE
states (x, y, z), with

√
x2 + y2 + z2 ≤ 1.

nature of the emitter state, since pure and mixed states sharing the same

Bloch z-component would lead to exactly the same electron wavevector

spectra. This we show in Figure 4.7, where panel (a) plots the spectrum

for a monochromatic wavefunction before (black) and after (purple) the

interaction with a QE prepared in a certain initial state. One can see

how the zero-loss peak is depleted by the interaction with the QE and

the energy loss and gain sidebands appear with di�erent amplitudes.

From this spectrum, the QE state reconstruction in Figure 4.7(b) was

obtained. The lack of information about the coherences (represented

by question marks) makes the assessment of the purity of the QE state

impossible.

Equation (4.47) shows that at least two wavevector components

spaced by q are needed in the initial electron wavefunction to probe

the QE coherences [312]. Considering an electron wavepacket with ini-

tial wavevector components |k0⟩ and |k0 ± q⟩, with f1 = f−1, 5 di�erent
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Figure 4.7: Quantum state tomography with free electrons. b,d) Elec-
tronic wavevector distribution before (black) and after interaction with the
QE in the case of a monochromatic electron (b) and non-ideal modulated
electron (d). c,e) Quantum state reconstruction from the data obtained in
the experiments shown in panels (b,d) respectively, displaying incomplete
(c) and complete (e) state reconstruction for the monochromatic and non-
ideal modulated electron respectively.

wavevector components emerge in the �nal electron state after the in-

teraction with the QE, with spectral amplitudes given by

⟨n̂k0⟩ =cos(β)2α2
0 +

sin(β)2

2
α2
1 (4.54)

⟨n̂k0±q⟩ =
cos(β)2

2
α2
1 +

sin(β)2

2
[1± z]α2

0,

∓ |d|
2
√
2
sin(2β) sin(ϕd − ϕ)α0α1, (4.55)

⟨n̂k0±2q⟩ =
sin(β)2

4
α2
1 [1± z] , (4.56)

where α1 =
√
2f1/

√
f20 + 2f21 and α0 = f0/

√
f20 + 2f21 . We now intro-

duce the symmetric and antisymmetric combination of the n-th spectral

amplitude as nSj ≡ ⟨n̂k0+jq⟩ + ⟨n̂k0−jq⟩ and nAj ≡ ⟨n̂k0+jq⟩ − ⟨n̂k0−jq⟩.
These can be evaluated from Equations (4.55) and (4.56), and the mag-

nitudes characterizing the initial state of the system can be obtained
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from these as

z =
nA2
nS2

, (4.57)

sin(β)2 =
2nS2
α2
1

, (4.58)

|d| sin(2β) sin(ϕ− ϕd) =

√
2

α0α1

(
nA1 − 2

α2
0

α2
1

nA2

)
. (4.59)

The initial QE populations are uniquely speci�ed by Equation (4.57),

and assuming weak electron-QE interaction, Equation (4.58) gives β =

sin−1(
√

2nS2 /|α1|) [P4]. To extract the QE coherences, one can perform

the measurement with di�erent ϕ (in the initial modulated wavefunc-

tion). It can be shown that two di�erent phases are su�cient to determ-

ine coherences of the system. By de�ning γj =
√
2

α0α1

(
nA1 − 2

α2
0

α2
1
nA2

)
as

the evaluation of the right-hand side of Eq. (4.59) corresponding to the

phase ϕj , the coherences are given by

d =
1

sin(2β0)

[
γ1e

iϕ2 − γ2e
iϕ1
]

sin(ϕ1 − ϕ2)
, (4.60)

which shows that complete arbitrary QE state retrieval is possible under

modulated electron probing. We showcase this protocol in Figure 4.7(c),

where the initial (black) and �nal (orange, yellow) wavevector spectra

for a QE in a certain state are displayed. Note that the free-electron

spectra after the interaction are di�erent for the two modulation phases,

ϕ1,2. This proves that the initial QE state has non-zero coherences,

and it is therefore not merely a statistical mixture. By applying the

strategy outlined above, we can construct the initial QE density matrix,

as shown in Figure 4.7(d) where, in contrast to Figure 4.7(b), a full

characterization of the QE coherences is possible.

Let us clarify that the QE coherences in Figure 4.7(d) were obtained

under the assumption that the interaction strength is positive and real.

For general complex β, we can follow the procedure described in Sec-

tion 4.3.2: by performing a basis change and absorbing the phase of

the coupling strength into the ground state of the QE, the scattering

matrix takes the same form as if the coupling strengths were real and
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positive. This means that it is enough to multiply the QE coherence

in Figure 4.7(d) by exp{−iϕβ} to extend the result to complex coup-

ling strengths, while the z-component of the Bloch vector remains un-

changed. Therefore, in general, to perform proper state readout it is

needed to have characterized the complex QE-electron coupling strength

in a previous experiment. This can be done by extending recently pro-

posed, homodyne-based ideas in the realm of bosonic modes [293] to

QEs. Note that that for interactions with an isolated QE, this phase

factor is irrelevant, while for ensembles of interacting QEs, the relative

phases of their ground states can have an important role. Finally, we

remark that, even in the situation in which the coupling strength is com-

plex valued, our protocol allows determining unequivocally the purity of

the initial QE state, as P =
√
z2 + |d|2, is insensitive to phase shifts in

d.

4.4 Modulated electrons to probe and manipu-

late polaritonic targets

Much research attention has focused lately on the strong-coupling (SC)

phenomena that emerge when quantum emitters (QEs), such as organic

molecules, solid-state vacancies, or quantum dots, are placed within the

near-�eld of photonic resonators, such as Fabry-Perot cavities, metama-

terial devices, or nanoantennas [235, 341, 342]. In setups involving mac-

roscopic ensembles of QEs, the formation of polaritons (hybrid light-

matter states) has opened the way for the manipulation of matter for

purposes such as the modi�cation of material properties or the control of

chemical reactions [56, 343]. The high complexity of these systems, how-

ever, makes their theoretical description extremely challenging, which

severely limits the capability of current theories to reproduce experimen-

tal results [342, 344]. Complementarily, polariton formation in systems

comprising a single (or few) QEs [51, 265, 345] have been investigated

for quantum light generation [42, 346] in studies that have also shed light

into di�erent aspects of light-matter SC at the macroscopic scale [233].

However, the inherent dark character of these microscopic systems [347],

which must feature large light-matter interaction strengths and small
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radiative losses, prevents their full characterization by far-�eld, optical

means. This makes near �eld probes very interesting candidates for the

study of strong light-matter interaction, as shown in Sec. 3.3 of this

thesis.

In this section, we use the model Hamiltonian derived from mQED

principles [27, 39, 321, 348] in Sec. 4.2 to describe the quantum in-

teraction between a modulated electron wavepacket and a polaritonic

target comprising a single QE (treated as a two-level system) and a

nanophotonic cavity. For simplicity, we consider a cavity with spher-

ical symmetry, and to unveil clearly quantum-coherent e�ects in the

light-matter SC, we restrict its Hilbert space to the lowest (degenerate),

dipolar modes that it supports. In this section, we explore the polariton

energy ladder of the hybrid photonic-excitonic system through both the

free-electron wavepacket and photon spectra in EELS-, CL- and PINEM-

like setups, and �nally, we demonstrate the power of modulated electron

beams to probe and control light-matter states in the SC regime. Par-

ticularly, we will show that, since modulated electrons modify the state

of the target through quantum interference, it is possible for modu-

lated electrons to address speci�c transitions independently in a system

in which several energy scales coexist. This points to the possibility

of transforming traditional free-electron microscope setups, incoherent

and broadband in nature, to perform coherent imaging with simultan-

eous nanoscale resolution [293].

4.4.1 Target-probe system and Hamiltonian

In this section, we �rst introduce the polaritonic target for our study

and particularize the Hamiltonian derived in Section 4.2.

The target-probe system that we have chosen to assess the ability

of free electrons to explore light-matter SC is depicted in Fig. 4.8. We

consider a nanophotonic cavity (typically a metallic nanoparticle), sus-

taining dipolar-like con�ned modes overlapping with the dipole moment,

µQE = 1 e · nm (parallel to x-axis), of a QE placed in close proximity of

the nanoparticle surface (the QE-cavity distance is similar to the cavity

radius itself, bc−QE ≈ R), also along the x-direction. The free-electron
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Figure 4.8: a) Sketch of the system under consideration. Top: an elec-
tron wavepacket with central velocity v0ẑ and kinetic energy Ek passes
through a target system composed of a nanoparticle cavity and a QE.
The nanoparticle radius is 10 nm and its spectrum is restricted to two
degenerate dipolar cavity modes with energy ℏωc = ℏωQE = 2 eV, at

resonance with the QE. Bottom: illustration of the energy levels of Ĥ0

for target (left) and electron beam (right). The z-dipolar cavity mode is
uncoupled from the QE, while the x-dipolar one is strongly coupled to
it, giving rise to non-degenerate polaritonic states. Note that we repres-
ent the energy levels of the electron as a quasi-continuum, as any �nal
momentum value is a priori allowed. b) Rendering of system sketched
in (a), where a modulated free electron passes in close proximity to the
polaritonic target formed by a QE (represented as a quantum dot) and a
gold nanoparticle.

wavepacket, with energies in the order of 10 keV, passes through the

compound target along the ẑ direction with impact parameters be−c

and be−QE with respect to cavity and QE, respectively. QE and cav-

ity are, unless speci�ed otherwise, at resonance, with ℏωc = ℏωQE = 2

eV. This enables us to neglect the contribution from higher order, mul-

tipolar modes in the QE-cavity interaction. To maximize their coup-

ling, we set R = 10 nm, which corresponds to modal dipole moments

of µcx,y = 40 e·nm, as given per Eq. (4.21). This idealized, but feasible,

system serves as a test-bed to explore the phenomenology resulting from
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the electron probing of polaritonic states.

The Hamiltonian describing the interaction is given in Sec. 4.2.2. It

accounts for the coupling between free electrons, a QE and the three

degenerate dipolar modes of a small nanoparticle, treated within the

quasi-static approximation8. The system Hamiltonian can be written as

Ĥ = Ĥ0 + ĤI , with

Ĥ0 =ℏ
∑
i=x,z

ωcâ
†
i âi + ℏωQE σ̂

†σ̂ +
∑
k

Ek ĉ
†
k ĉk + ℏgc−QE

x

[
â†xσ̂ + âxσ̂

†
]
,

(4.61)

ĤI =
∑
q

ĤI,q b̂q

=ℏ
∑
i=x,z

∑
q

ge−c
q,i b̂q

[
â†i − âi

]
sign(q) + ℏ

∑
q

ge−QE
q b̂q

[
σ̂ − σ̂†

]
sign(q).

(4.62)

Ĥ0 describes the free dynamics of target and electron beam independ-

ently, and ĤI their interaction. This Hamiltonian captures the terms

previously used to study free electron interaction with optical modes [280,

302, 303], QEs [310, 312, 317], and polaritonic systems [318, 319]. We

also note that the parametrization through macroscopic QED allows

retrieving the classical results from EELS theory (see Sec. E.4).

In Eqs. (4.61)-(4.62), âi (i = x, z) are the annihilation operators for

the degenerate dipolar cavity modes (note that, by symmetry, we can

consider only those within the xz-plane in 4.1), σ̂ = |g⟩ ⟨e| is the two-

level-system lowering operator for the QE excitons, and ĉk is the operator

describing the annihilation of free-electron population in the wavepacket

component with momentum k and energy Ek = (ℏk)2/2me. The fourth

term in Equation (4.61) accounts for the cavity-emitter coupling in the

rotating wave approximation with strength given in Sec. 4.2.2, that we
8The impact of retardation and nonlocal e�ects, beyond the quasi-static picture,

are discussed in Section E.4 and in Ref. [P5], indicating that no qualitative changes
take place upon considering a more sophisticated description of the nanoparticle
behaviour.
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reproduce here as

gc−QE
x =

ωQE

3

√√√√π

2

(
R

bc−QE

)3 µ2QE

ℏωcϵ0b3c−QE

. (4.63)

Note that since µQE is oriented along the x̂ direction, the couplings in

Eq. (4.19) indicate that the QE only couples to the cavity mode with an

e�ective dipole moment along x-direction. The two Holstein-like terms

in Equation (4.62) describe the target-probe interaction, where b̂q =∑
k ĉ

†
k−q ĉk is the ladder operator that shifts the free-electron momentum

by an amount q, which is transferred to or from the cavity modes (�rst

terms) or QE exciton (last term). Note that, contrary to the QE, the

passing electrons couple to both the x- and z-dipolar cavity modes. The

electron-cavity and electron-QE coupling strenghts, given in Sec. 4.2.2,

can be written as

ge−c
q,x =

eℏk0
3meL

q2K1(|q|be−c)

√
1

ℏϵ0
π

2

R3

ωc
, (4.64)

ge−c
q,z =

eℏk0
3meL

q2K0(|q|be−c)

√
1

ℏϵ0
π

2

R3

ωc
, (4.65)

ge−QE
q =

ek0q
2µQE

2πmeLϵ0ωQE
K1(|q|be−QE), (4.66)

where ℏk0 = mev0 ≫ ℏ|q| is the incoming momentum of the passing elec-

trons, which is ∼ 4 orders of magnitude larger than the momentum they

exchange with the cavity/emitter (|q| ∼ ωc,QE/v0). This fact enables us

to operate under the nonrecoil approximation [151]. K0.1(·) are modi-

�ed Bessel functions of the second kind, and we have assumed positive

impact parameters (bi−j > 0 for all i, j). L is the length scale intro-

duced in the particle-in-a-box quantization of the electron momentum.

As shown in Sec. 4.2.3, the scattering matrix elements will depend on

the integrated coupling strength, β, which is de�ned as β = Lg/v0 for

the di�erent couplings under consideration. From the structure of the

couplings given in Sec. 4.2.2, one sees that all the physical observables

will not depend on the L lengthscale, formally introduced for clarity.
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We are interested in employing the electron beam as a tool to ex-

plore light-matter SC in the target. Therefore, we will proceed by di-

agonalizing (analytically) the bare Hamiltonian, Ĥ0, accounting for the

cavity-QE interactions at all orders in the coupling strength gc−QE
x and

obtaining the polaritonic eigenstates of the target. On the contrary,

taking advantage of the fact that the incoming electrons only alter the

target weakly, the interaction Hamiltonian, ĤI , will be treated perturb-

atively, only considering processes up to the �rst interaction order in

ge−c
q,i and ge−QE

q in the Magnus expansion, presented in subsection 4.2.3.

The bottom panel of Fig. 4.8(a) illustrates the energy levels of the

target (left) and electrons (right). The sketch of the ground and �rst

excitation manifolds for the target shows an uncoupled z-dipolar cav-

ity mode and the emergence of polaritonic states as a result of the

hybridization of the x-dipolar cavity mode and the QE exciton. The

eigenstates of Ĥ0 can be expressed as a product of the free electron

states, |k⟩, the Fock states of the uncoupled cavity mode, |n⟩z, and
the polaritonic states. If cavity and QE are at resonance (which is the

reference con�guration for our study), these can be simply written as

|N,±⟩ = (|N⟩x |g⟩ ± |N − 1⟩x |e⟩)/
√
2 in the N -th manifold, with en-

ergies ℏωN,± = ℏ(Nωc,QE ±
√
Ngc−QE

x ) [56, 235, 341]. Therefore, we

have

Ĥ0 |ϕ⟩ ⊗ |k⟩ = [Eϕ + Ek] |ϕ⟩ ⊗ |k⟩ , (4.67)

for the bare system, where we have written the bare Hamiltonian ei-

genstates as a product of the target eigenstates, |ϕ⟩ = |n⟩z ⊗ |N,±⟩
with Eϕ = ℏωcnz + ℏωN,±, and the free electron eigenstates, |k⟩ with
eigenenergies Ek. On the other hand, precisely due to the complexity of

the polariton energy ladder, the electrons may acquire any energy value

Ek and therefore their energy spectrum in Fig. 4.8(a) is represented as a

quasi-continuum. In contrast, when free electrons interact with quantum

targets with a single relevant energy scale, like isolated QEs [310, 312,

317] (see Sec. 4.3), or single optical modes [280, 302, 303], the state of

the free electrons after interaction can be simply characterized by the

number of exchanged photons, greatly simplifying the problem. The

contrast will become more apparent when we construct the general form
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of the scattering matrix in the next section.

4.4.2 Electron-target interaction

In this section we apply the scattering matrix formalism [304, 310, 312]

introduced in subsection 4.2.3 to describe the change of the target states

by the passing electrons. This amounts to applying the propagator for

the interaction Hamiltonian in the interaction picture. The plasmonic

nature of the cavity translates into optical mode lifetimes in the range

of several tens of femtoseconds, while the QE lifetime is of the order of

hundreds of ps. The electron-target interaction time can be estimated

from the ratio λc/4v0 ≃ 2 fs (where we have assumed a size for the

subwavelengh-con�ned cavity mode of λc/4), which is at least one order

of magnitude faster than the lifetime of the target states [59]. Thus, us-

ing the quasi-instantaneous character of the electron-target interaction,

we can describe the mixing of the target eigenstates, |ϕ⟩, induced by the

free electron through

Ŝ = exp

−i
∑
ϕ,ϕ′

hI,ϕ,ϕ′
∣∣ϕ〉〈ϕ′∣∣ b̂qϕ,ϕ′

, (4.68)

hI,ϕ,ϕ′ =
L

ℏv0
〈
ϕ
∣∣ĤI,qϕ,ϕ′

∣∣ϕ′〉 . (4.69)

The quantity qϕ,ϕ′ ≡ (Eϕ−Eϕ′ )

ℏv0 , accounts for energy conservation in the

electron-target interaction, and it appears together with the L/v0 factor

from integrating over all possible momentum exchange, as shown in

Eq. (4.25). This L factor in Equation (4.69) cancels with the 1/L factors

in the expectation values ⟨ϕ| ĤI |ϕ′⟩ embedded in the coupling strengths

in Eqs. (4.64)-(4.66), which makes the propagator Ŝ independent of this

auxiliary length scale. By relating the initial and �nal free-electron mo-

menta through the momentum exchanged with the target, k = k′ − q

and making use of the non-recoil approximation, it is possible to write

qϕ,ϕ′ =
ωc(nz − n′z) + ωN,± − ωN ′,±′

v0
, (4.70)
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Figure 4.9: Matrix elements, hI,G,ϕ′ , connecting the target ground state
with states of the �rst excitation manifold as a function of the free electron-
QE distance and the electron speed. a) Upper polariton |1+⟩, b) Lower
polariton |1−⟩, c) z−dipolar mode |1z⟩. Note that we are omitting the
electronic part of the wavefunction, see main text. Solid, dashed, and
dotted-dashed white lines plot the isocurves hI,G,ϕ′ = 0, hI,G,ϕ′ = 10−3,
and hI,G,ϕ′ = −10−3, respectively. The vertical colour arrows in (c) in-
dicate the con�gurations considered in 4.10.

As mentioned before, previous works exploring the electron-beam-probing

of optical cavities [280] and QEs [310], all the momentum and energy

exchanged with the target was in multiples of ωc,QE/v0 and ωc,QE , since

the latter was the only energy scale present in the system. Here, the

cavity-QE SC and the resulting polaritonic ladder gives rise to a much

more complex landscape of electron-target interactions.

Figure 4.9 shows the adimensional matrix elements hI,ϕ,ϕ′ that con-

nect the ground state of the target, |ϕ⟩ = |G⟩ = |0⟩z ⊗ |0⟩± and the

di�erent states of the �rst excitation manifold of Ĥ0. With the cavity

and QE parameters introduced above, we obtain gc−QE
x ≈ 80meV, which

is in accordance with the light-matter interaction strengths reported ex-

perimentally in di�erent nanophotonic-based polaritonic systems at the

single QE level [51, 265]. Due to the structure of the interaction Hamilto-

nian, the evaluation of Equation (4.69) for |ϕ′⟩ = |1±⟩ = |0⟩z ⊗ |1,±⟩
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and |ϕ′⟩ = |1z⟩ = |1⟩z ⊗ |0⟩ yields [318]

hI,G,1± =
L

ℏv0

[
ge−c
ω1,±/v0,x

± ge−QE
ω1,±/v0

]
, (4.71)

hI,G,1z =
L

ℏv0
ge−c
ωc/v0,z

. (4.72)

Equation (4.71) illustrates the power of electron beams for the explora-

tion of light-matter SC. In optical-based spectroscopic techniques, which

operate under the far-�eld, laser-like pumping of the polaritonic target,

the driving amplitude of the cavity is orders of magnitude larger than

the QE. This is a consequence of the dipole mismatch between them,

which is µcx,z/µQE ≃ 40 for the small nanoparticle in our system (see

Section E.4.2). In these setups, the polariton population takes place

through the cavity, and hence, it is exactly the same (except for disper-

sion e�ects) for lower and upper states. When employing a very localized

excitation, the electron beam in our case, it is possible to make the ab-

solute value of two terms in Equation (4.71) similar through the tuning

of the probe parameters that come into play in the interaction with the

target. In this regime, one of the polariton states becomes completely

dark to the passing electron, enabling the selective probing of the other

one, as all the interaction dynamics will occur solely through it. This

phenomenology is similar to the polariton-blockade mechanism [319] re-

cently proposed as a resource for quantum information processing.

Figure 4.9 renders hI,G,1+ (a), hI,G,1− (b) and hI,G,1z (c), as a func-

tion of the electron-QE impact parameter, be−QE , and the central velo-

city of the electron wavepacket normalized to the speed of light, v0/c.

We can observe that all the matrix elements decrease with larger dis-

tance and lower velocity (see dashed white lines), although only hI,G,1−

completely vanishes within the parameter range considered, as indicated

by the white solid line in panel (b). As expected from the setup we have

chosen (see Fig. 4.8) the electron probes more e�ciently the polaritonic

states than the z-dipolar cavity mode at small be−QE . Only at large

v0/c, the three panels acquire similar absolute values, although the ele-

ments for the lower polariton change sign and become negative in this

regime. The study provided in these three panels serves as a guide for
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designing the most appropriate electron-beam con�guration to interrog-

ate a given state of the �rst excitation manifold in the light-matter SC

target.

The adimensional matrix elements in Fig. 4.9 acquire values that

range between -1 and 1, which means that the propagator in Equa-

tion (4.68) can be treated perturbatively in di�erent orders of electron-

target interaction for most of the con�gurations analysed. Note that all

the results that follow lie within this perturbative regime. Using the

Taylor expansion for the exponent function, and due to the algebraic

properties of the b̂q operators, the scattering matrix of the electron-

target interaction may then be written as

Ŝ =
∑
ϕ,ϕ′

Sϕ,ϕ′
∣∣ϕ〉〈ϕ′∣∣ b̂qϕ,ϕ′ , (4.73)

Sϕ,ϕ′ = δϕϕ′ − ihI,ϕ,ϕ′ − 1
2

∑
ϕ′′

hI,ϕ,ϕ′′hI,ϕ′′,ϕ′ + . . . , . (4.74)

which shows explicitly the mixing of the states of Ĥ0 by the passing elec-

trons to all orders in the coupling strengths given by Eqs. (4.64)-(4.66).

Since we will be considering quantum states that initially can be writ-

ten as a product state of free electron and target states, the structure

of the scattering matrix then allows to perform operations within the

reduced system of the target, and then carry out corresponding opera-

tions on the free electron wavefunction. This quasi-analytical character

provides us with deep insights into the phenomenology of target-probe

interactions. In the following sections, we will use it to unveil how the

electron-induced state mixing described by Eq. (4.74) can be exploited

for the probing of the polaritonic states in our model cavity-QE system.

We will focus �rst on incoming electrons with a well-de�ned momentum,

and then proceed to explore how modulated electron beams can be used

to further characterize light-matter SC phenomena through the engin-

eering of the electron wavefunction.
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4.4.3 CL, EELS and PINEM in polaritonic targets

There are two strategies that allow extracting information from the tar-

get by electron probing: through the radiation spectrum of the cavity

(we neglect the emission from the QE) into the far-�eld, as done in

CL setups, and through measuring the energy lost/gained by the elec-

tron beam itself, like in EELS or PINEM experiments. We consider the

former �rst, whose characterization is given by its radiation power spec-

trum [274]. The expression for this quantity, already given in Eq. (3.16)

and reproduced here, reads

I(ω) = lim
T→∞

1

2πT

∫ T
2

−T
2

dt

∫ ∞

−∞
dτ
〈
ξ̂†(t+ τ)ξ̂(t)

〉
e−iωτ , (4.75)

where ξ̂ = µcx,z(âx + âz) is the dipole moment operator of the cav-

ity (describing the coherent light emission [42] by its two degenerate

modes) and ξ̂(t) = eiĤ0t/ℏξ̂e−iĤ0t/ℏ describes its evolution in time un-

der the bare Hamiltonian in Equation (4.61). The expectation value

in Equation (4.75) is �rstly taken over the state |ϕf ⟩ = Ŝ |G⟩ ⊗ |k0⟩,
which results from the fast target-probe interaction when the former is

initially in its ground state. We have brie�y discussed the lifetime of the

target states to justify the approximations inherent to Equation (4.68).

However, our model is based on a purely Hamiltonian description of the

target, given by Equation (4.67). Therefore, the spectrum obtained from

Equation (4.75) will consist of a weighted sum of Dirac delta functions.

In the following, we will introduce a phenomenological broadening, σ,

for the spectral features, to account for the �nite lifetime of the target

states, by making the replacement δ(ω) → σ
2π

1
ω2+σ2/4

. This Lorentzian

lineshape is obtained in the Lindbladian description of open quantum

systems [31, 40].

Figure 4.10(a) shows CL-like spectra obtained for aloof electrons

with impact parameters be−QE = 1 nm, be−c = 11 nm, and di�erent

velocities, indicated by the vertical color arrows in 4.9(c). The far-�eld

intensity spectra are broadened by σ, set to 0.02 eV, an optimistic es-

timation for plasmonic lifetimes [59] (1/σ = 30 fs). They are normalized

to I0, the intensity at the polariton maxima in the limit v0 → 0 (see
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Figure 4.10: Far-�eld light intensity versus photon frequency for passing
electrons with be−QE = 1 nm and be−c = 11 nm. a) Power spectra for three
di�erent electron velocities, indicated by the vertical arrows in 4.9: 0.02c
(purple), 0.08c (orange) and 0.18c (yellow). b) Height of the three maxima
in I(ω) as a function of v0/c. Vertical lines indicate the con�gurations
considered in (a). Selected frequencies in (b) are shown in (a) as vertical
grey lines with matching line styles.

below). Three spectral maxima are apparent, which originate from the

upper and lower polaritons, at 2.08 and 1.92 eV, respectively, and the

uncoupled z−dipole cavity mode at 2 eV. For slow electrons (purple,

v0 = 0.02c), the spectrum is dominated by the polariton peaks, which

have similar weights. This indicates that the electron-target interaction

is mainly taking place through one of the polariton constituents. Indeed,

|ge−QE
x | ≫ |ge−c

ω1,±/v0,x
| in this case, due to the small value of the QE im-

pact parameter. As expected from 4.9(c), there is not an intermediate

peak in this spectrum, as ge−c
ωc/v0,z

is negligible in this con�guration.

The spectrum for higher electron velocities, v0 = 0.08c (orange),

does not present the peak at 1.92 eV, which indicates that the lower

polariton has become dark to the incoming electron beam. Note that
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ge−QE
x ≃ ge−c

ω1,±/v0,x
and hI,G,− vanishes in this case, as seen in Fig. 4.9(b).

At even larger velocities, v0 = 0.18c (yellow), the spectral peaks are,

in general, lower, but the three of them are clearly visible. In this

con�guration, all the matrix elements acquire comparable values. Our

results reveal the complex dependence of I(ω) on v0/c, far from any

monotonic trend. In 4.10(b) we analyze it in more detail, by displaying

the peak intensity contribution to the CL signal from the three states in

the �rst excitation manifold as a function of the electron velocity. We

�nd that the upper polariton peak is always the largest, while the lower

polariton (z−dipole mode) is the second largest for low (large) v0. In

the limit v0 → 0, the upper and lower polariton maxima acquire the

same value, I0, employed for normalization. We can also observe that

three far-�eld intensity maxima approach in the limit of large electron

velocity in 4.10(b).

We investigate next the �ngerprint of the target-probe interaction

in the wavefunction of the passing electron beam. For this purpose, we

focus on the reshaping of the momentum distribution of the electron

wavepacket, measured by the di�erence in the population of the states

|k⟩ before and after the coupling with the QE-cavity system. Expressed

in terms of the number operator n̂k = ĉ†k ĉk, this di�erence is given by

∆nk = ⟨n̂k⟩ − ⟨n̂k⟩0 , (4.76)

where the superscript 0 indicates that the expectation value is evaluated

for the electron wavefunction prior to the interaction. 4.11(a)-(c) plots

this population di�erence versus (k − k0)
v0
ωc

(where k0 is the central

electron wavevector) and half the detuning between the cavity mode

and the QE, ∆ = (ωc−ωQE)/2 (no longer at resonance in our analysis).

The panels correspond to di�erent initial states of the cavity-QE target,

parametrized through the variable f , the amplitude of the �rst excited

state of the x-dipole cavity mode,

|ϕ0⟩ = |0⟩z ⊗
[√

1− f2 |0⟩x + f |1⟩x
]
⊗ |g⟩ . (4.77)

This eigenstate of Ĥ0 for vanishing gc−QE
x mimics the weak, coherent
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Figure 4.11: Momentum reshaping experienced by an incident mono-
chromatic electron beam (k = k0, v0 = 0.02c) in its interaction with
a polaritonic target as a function of the half cavity-QE detuning ∆ =
(ωc − ωQE)/2. In panel (a), the cavity is initially in its ground state in
an EELS-like con�guration. In panels (b) and (c), the initial state of
the cavity is given by Equation (4.77) with f = 0.1 and 0.5, respectively,
mimicking a PINEM setup. Panels (d-f) shows far-�eld emission spectra
for the targets in the same initial state as in panels (a-c) (i.e. f = 0,
f = 0.1 and f = 0.5) and ∆ = 0. Black solid (red dashed) lines plot the
intensity after (before) the interaction with the incoming electrons. Thin
grey lines render the di�erent contributions to I(ω). They correspond to
the transitions between the ground state and the |1,±⟩ polaritons and
z-dipolar optical mode, and between polaritonic states |2,±⟩ and |1,±′⟩.

driving of the cavity by a laser �eld polarized along x-direction. Note

that, we have used the bare basis above, instead of the polaritonic basis

employed in the previous subsection.

In Figure 4.11(a), we consider an EELS-like con�guration, with the
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target initially in its ground state, |ϕ0⟩ = |G⟩ (f = 0). This setup

has been previously investigated in the context of polariton formation

in nanophotonic systems [281, 282, 318]. The incoming electron beam

is monochromatic, presenting a single wave-vector component, k = k0

and v0 = 0.02c (purple arrow in Fig. 4.9). We can observe that the

electron population is transferred to k < k0, the region of energy loss,

while, as expected, the energy gain region (k > k0) remains null. At zero

detuning, ∆ = 0, two maxima in ∆nk > 0 (yellow color) are apparent,

corresponding to the polaritonic states in the �rst excitation manifold,

|1,±⟩. These emerge in the region k−k0 ≃ −ωc
v0
. The momentum trans-

fer maxima for non-zero detuning disperses, giving rise to the imprint

of the anticrossing pro�le characteristic of light-matter SC [51, P3, 265,

318, 343] into the electron wavepacket. At |∆| > |gc−QE
x |, two asymp-

totic branches are apparent, one vertical, corresponding to the x-dipole

cavity mode (�xed ωc), and one diagonal, given by the QE exciton (vary-

ing ωQE). Like in Fig. 4.10, a phenomenological wave-vector broadening

σ/v0 has been introduced in the map. The resulting lineshapes are in-

dicated by the solid and dashed lines, which correspond to the isocurves

∆nk = 0 and |∆nk| = 10−5, respectively.

As shown in Figure 4.11(b), by pumping weakly the cavity mode

(f = 0.1), and under a monochromatic electron beam with k = k0 and

v0 = 0.02c, a region of ∆nk > 0 emerges in the energy-gain side of the

momentum transfer map. This indicates that, as a result of the inter-

action with the target, the electron wavepacket can acquire momentum

components larger than k0 thanks to the population in the �rst excita-

tion manifold of the cavity. This setup mimics a PINEM experiment, in

which the passing electrons exchange energy with an optically-driven res-

onator. We can observe that the anticrossing pro�le in the energy-gain

region is the fainted mirror image of the energy-loss one, with asymp-

totic branches given by �xed ωc and −∆. At higher driving, f = 0.5

in Fig. 4.11(c), the magnitude of the energy gain anti-crossing becomes

comparable to its energy loss counterpart, as the amplitude of |0⟩x and

|1⟩x in Equation (4.77) are the same. We can also observe extra branches

in the energy loss region, that follow −∆ instead of ∆. These ∆nk max-

ima originate from the promotion of polaritonic population from the �rst
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to the second excitation manifold in the interaction with the passing elec-

trons (discussed in more detail below), and illustrates that the power of

PINEM in polaritonic systems for electron wavepacket shaping is well

beyond that of EELS.

To complement our study, we plot in Fig. 4.11(d-f) the emission

spectrum calculated from Equation (4.75) under the driving conditions

in panels (a)-(c) and for zero cavity-QE detuning (∆ = 0). Red dashed

and black solid lines render I(ω) (in log scale) before and after the

interaction with the electron beam. At f = 0 (EELS-CL con�gura-

tion), I(ω) = 0 prior to the electron arrival, and the �nal spectrum

is dominated by two maxima originated from the radiative decay of

the |1,±⟩ polaritons to the ground state. The lineshapes for these

two contributions are rendered in thin grey lines. Due to their lower

weight, other spectral contributions also plotted in grey thin lines, are

not apparent in I(ω). The central one corresponds to the z−dipole
cavity mode (weakly excited by the passing electrons), and the small

ones next to it result from the |2,±⟩ to |1,±⟩ transitions, with fre-

quencies ω2,± − ω1,± = ωc,QE ± (
√
2 − 1)gc−QE

x . Figure 4.11(d) also

presents intensity spectra for the two optically-driven cavities in pan-

els (b) and (c), evaluated at f = 0.1 and 0.5, respectively. In both

cases, the initial spectra present the two main polaritonic peaks only,

whose height increases with f . In the �nal I(ω), multiple contribu-

tions can be identi�ed. Apart from the two main ones, whose amplitude

barely varies with respect to f = 0, and the central z−dipole feature

which is independent of f , we can observe that the weight of the |2,±⟩
to |1,±⟩ transitions grow considerably with increasing optical driving.

Moreover, two additional side peaks are apparent, due to another set

of second-to-�rst manifold transitions, |2,±⟩ to |1,∓⟩, with frequencies

ω2,± − ω1,∓ = ωc,QE ± (
√
2 + 1)gc−QE

x . These transitions are also be-

hind the extra branches in the energy-loss side branches of 4.11(c) at

small detuning. Our results evidence that the modi�cation of I(ω) due

to the passing electron is negligible for cavities under signi�cant optical

pumping, a direct consequence of the weak character of the target-probe
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interaction [310, 312]. Thus, to fully exploit the probing abilities of elec-

tron wavepackets, the strength of their coupling to the polaritonic tar-

get must be enhanced. In the next subsection we explore the use of the

quantum degrees of freedom of the incoming electron for this purpose.

4.4.4 Modulated electron beams and polaritons

Thus far, we have demonstrated that free electrons can indeed be used to

extract information from polaritonic targets, both by inducing far �eld

emission from the target, and by driving the di�erent possible trans-

itions, which are then re�ected in the electron energy loss/gain spectrum.

However, as demonstrated in Fig. 4.11(d-f), the typically weak electron-

target interaction leads to a small target population modi�cation, which

can easily become obscured by any pre-existing excitations in the case

of a driven con�guration. In Section 4.3 of this thesis we demonstrated

that when considering a monochromatic electron interacting with an

isolated QE, the population modi�cation of the target scaled with β2 in

the limit of weak electron-QE target. In contrast, this scaling became

directly proportional to β in the case of modulated electrons, therefore

e�ectively increasing the interaction strength between the free electron

and the QE. In this section, we explore the e�ects of electron modu-

lation in the interaction of a free electron with the polaritonic target

under study.

The starting point is the scattering matrix in Eq. (4.73), which states

that for a free electron interacting with some polaritonic target, the

general form of the scattering matrix will be

Ŝ =
∑
ϕi,ϕj

Sϕi,ϕj
|ϕi⟩⟨ϕj | b̂qϕi,ϕj ,

with qϕi,ϕj
= (Eϕi

− Eϕj
)/ℏv0. The scattering matrix matrix elements,

Sϕi,ϕj
, are given in a series expansion form in Eq. (4.74), and analytical

expressions can be easily obtained from the interaction Hamiltonian.

We now consider a modulated electron beam, initially prepared in a
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superposition of momenta of the form:

|φe⟩ =
∫

dk B(k) |k⟩ , (4.78)

with
∫
dk |B(k)|2 = 1. This wavefunction can describe, for instance, a

comb with a set of amplitude peaks equally spaced in momentum space,

or the ideally modulated electrons, as in Sec. 4.3. In what follows, we will

study two di�erent scenarios: �rst we assume that the target is prepared

initially in one of its polaritonic eigenstates, |ϕm⟩ = |n⟩z ⊗ |N,±⟩, and
then, we will assume that the target is prepared in a superposition of

states, to highlight the e�ect of modulation in both scenarios. Employing

a density matrix description of the target, in the �rst case we have:

ρ0t = |ϕm⟩⟨ϕm|. After the interaction with the modulated electrons, the

reduced density matrix of the target may be written as

ρt =

∫
dk ⟨k| Ŝ |φe⟩ ρ0t ⟨φe| Ŝ† |k⟩ =

=
∑
ϕi,ϕj

Sϕi,ϕm S∗
ϕj ,ϕm

I(qϕj ,ϕi
) |ϕi⟩⟨ϕj | , (4.79)

where, in analogy to Section 4.3, we have introduced the modulation

integrals, I(q) ≡ ⟨φe|b̂q|φe⟩ =
∫
dk B(k)B∗(k + q), which quantify the

e�ect of the electronic wavefunction on the quantum target. Note that,

I(0) = 1 for every choice of B(k). Eq. (4.79) shows that the popula-

tion of the target states are completely independent from the electron

momentum distribution [304], as ⟨ϕs| ρt |ϕs⟩ = |Sϕs,ϕm |2, which depends

only on the form of the interaction Hamiltonian, and not on the initial

free electron state. Furthermore, considering that Sϕ,ϕ = 1 to �rst order

in the electron-target interaction, then ⟨ϕs| ρt |ϕs⟩ ≃ ⟨ϕs| ρ0t |ϕs⟩ = δs,m,

which shows that initial populations remain largely unaltered after the

interaction with the electron. On the other hand, the coherences in

Eq. (4.79) can be manipulated by appropriately designing the electron

wavefunction [304]. Thus, by shaping B(k) as a momentum comb with

spacing qϕ1,ϕ2 , then I(qϕ1,ϕ2) ̸= 0 and the �nal coherences ⟨ϕ1| ρt |ϕ2⟩ will
be modi�ed, while leaving the rest of the target density matrix unaltered.

This is in fact the phenomenology previously showcased in Sec. 4.3.3 for
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a free electron interacting with an isolated QE, for which this general

treatment also holds. Note that while in Fig. 4.1 we observed how, in

general, the interaction of an isolated QE with a monochromatic electron

led to purity loss in the QE, Eq. (4.79) shows that when the quantum

target is initially in one of its eigenstates, in absence of modulation (i.e.,

I(q) = δq,0), the �nal state of the target will be characterized as a clas-

sical statistical mixture, indicating that monochromatic free electrons

are not able to induce quantum coherence in a target.

Next, we focus our attention on targets prepared in a superposition of

polaritonic states of the form
∣∣ψ0

t

〉
= cos θ |ϕm1⟩+ eiγ sin θ |ϕm2⟩. Then,

the population of a given polaritonic state |ϕs⟩ after interaction with the

modulated electron beam has the form

⟨ϕs| ρt |ϕs⟩ =cos2 θ
∣∣∣Sϕs,ϕm1

∣∣∣2 + sin2 θ
∣∣∣Sϕs,ϕm2

∣∣∣2
+Re

{
sin (2θ) e−iγ Sϕs,ϕm1

S∗
ϕs,ϕm2

I(qϕm1 ,ϕm2
)
}
, (4.80)

which explicitly shows that for arbitrary initial target state, the �nal

polaritonic populations can vary thanks to the initial coherences in ρ0t ,

as indicated by the sin(2θ) = 2 sin(θ) cos(θ) factor above, and the mod-

ulation of the electron beam encoded in I(q). The last term indicates

that by targeting the transition between the polaritonic states involved

in
∣∣ψ0

t

〉
, the impact of the modulation on the populations can be max-

imized. This ability (showcased here for a general target) of modulated

electrons to transform coherences into populations is what enables them

to induce Rabi dynamics in QEs [310] and makes it possible to employ

them to implement quantum state tomography protocols [312], as shown

in Sec. 4.3.

To illustrate the implications of Equation (4.80), we consider a par-

ticular target-probe con�guration. The initial electron wavefunction is

set to a comb of the form |ψe⟩ =
∑N/2

n=−N/2
|k0+nqmod⟩√

N+1
with N = 100.

Note that it implies the exchange of up to 50 photons in its preparation

(well within reach of recent PINEM experiments [320]). The polaritonic

target is initially in the state

∣∣ψ0
t

〉
=

1

2
|0⟩z ⊗

[√
3 |0⟩x + eiθ |1⟩x

]
⊗ |g⟩ , (4.81)
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Figure 4.12: Impact of the electron modulation on the target popu-
lation transfer (a)-(b) and cavity power spectrum (c)-(d). In the top
(bottom) panels, the momentum modulation is at resonance with the
transition between the ground state and upper (lower) polariton state,
qmod = ω1,+/v0 (qmod = ω1,−/v0). Three di�erent electron central velo-
cities are considered: 0.02c (blue), 0.08c (orange) and 0.2c (green), and
the impact parameter be−c is set to 11 nm. In all panels, two di�erent
initial state phases, θ are considered: π/2 (dashed lines) and −π/2 (dot-
ted lines). The solid lines correspond to a non-modulated (N.M.) electron
beam, and the solid black lines in (c) and (d) plot the cavity spectrum
before the interaction with the passing electrons.

where θ is a real number. Note that this wavefunction can be expressed

as a linear combination of the QE ground state and the |0⟩z ⊗ |1,±⟩
polaritonic states. In Fig. 4.12(a-b), we analyse the population di�er-

ences (given by the diagonal terms of ∆ρt = ρt − ρ0t ) induced by the

passing electrons on the ground and the three �rst-excitation target

states. We consider the three central electron velocities indicated in
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Fig. 4.9 (purple, orange and yellow in increasing v0/c), and two di�erent

initial state con�gurations, given di�erent values of θ in Equation (4.81)

(dashed and dotted lines). In all cases, be−c = 11 nm. For reference, the

population di�erences for a non-modulated (N.M.) electron beam are

plotted in solid lines (note that these are independent of θ). In panel

(a), the modulation spacing is at resonance with the upper polariton,

qmod = ω1,+/v0, in panel (b), with the lower one, qmod = ω1,−/v0.

As expected, Figure 4.12(a) displays a signi�cant population trans-

fer only between the ground state (left) and the upper polariton (right),

which is larger for lower electron velocity, following the monotonic de-

pendence in the emitter-target coupling in Fig. 4.9(a). Moreover, we can

observe that for θ = −π/2 the upper polariton gains population (as in

the non-modulated case), while it gets depopulated for θ = π/2. Note

that this parameter sets the phase, and therefore the sign, of the contri-

bution of the initial coherences to the �nal populations given by the last

term in Equation (4.80). We can see how this can be leveraged to control

the �ow of population among polaritonic states. The momentum spa-

cing in B(k) is set to yield the most e�cient energy transfer between the

ground and lower polariton states in Fig. 4.12(b). The non-monotonic

dependence of the populations on the electron velocity in this case is

inherited from Fig. 4.9(b). Again, varying θ inverts the direction of the

population transfer.

Apart from analysing the e�ect of electron modulation on the target

populations, we also investigate its impact on the cavity power spec-

trum given by Equation (4.75), now evaluated for the state that results

from applying the scattering matrix on Equation (4.81). Importantly,

this is a far-�eld magnitude that can be easily accessed experimentally.

Fig. 4.12(c) and (d) plot I(ω) for qmod = ω1,+/v0, and qmod = ω1,−/v0,

respectively. The black solid line renders the cavity spectrum before the

interaction with the electron beam, Iinit. We can observe that only the

upper polariton peak is shaped by the passing electrons in (c), and the

lower polariton one in (d). This illustrates the far-�eld �ngerprint of the

population manipulation in panels (a) and (b). In both cases, only the

emission from the targeted transition through qmod is modi�ed, keeping

the spectrum around the other features unaltered. Importantly, as we
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observed in the polariton populations, the initial coherences, whose con-

tribution to the spectrum depends on θ, set whether the altered emission

peak increases or decreases with respect to Iinit.

Figure 4.12 indicates that the coherences, rather than the popula-

tions, in ρ0t dictate the manner in which the population transfer and the

spectrum reshaping take place through the interaction with the modu-

lated electron beam. To gain insight into this result, we simply evaluate

Equation (4.80) for polaritonic states that are initially populated, i.e.,

by making s = m1, for example. The �nal population of the m1 state

of the polariton then reads

⟨ϕm1 | ρt |ϕm1⟩ =cos2 θ
∣∣∣Sϕm1 ,ϕm1

∣∣∣2 + sin2 θ
∣∣∣Sϕm1 ,ϕm2

∣∣∣2
+Re

{
sin (2θ) e−iγ Sϕm1 ,ϕm1

S∗
ϕm1 ,ϕm2

I(qϕm1 ,ϕm2
)
}
.

One can then see that, in the �rst two terms, |Sϕm1,ϕm1 |2 = 1 and

|Sϕm1,ϕm2 |2 = |hI,ϕm1,ϕm2 |2 to �rst order in the electron-target interac-

tion. On the contrary, we have Sϕm1,ϕm1S∗
ϕm1,ϕm2

= hI,ϕm1,ϕm2 to �rst

order in the last one. Thus, we �nd that, while the �rst terms are in-

dependent or quadratic on the electron-target interaction strength, the

last is linear, which makes it the leading one. Moreover, for a �nite,

but long electron comb, one has9 I(qmod) =
∫
dk B(k)B∗(k + qmod) =

N/(N + 1) ≃ 1, also contributing to make the initial coherences crucial

in establishing the e�ect of the passing electrons on the target.

Finally, we pay attention to the e�ect that the target-probe inter-

action has on the modulated electron beam. The fact that the popu-

lation transferences induced by modulated beams are larger than the

non-modulated ones means that the energy balance of the interaction

can be altered through the modulation itself. Thus, it is possible, in

principle, to pump or deplete the target. In Fig. 4.13, we explore the

net energy change experienced by the passing electrons

∆E =
∑
k

Ek∆nk, (4.82)

9See Section 4.3.
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Figure 4.13: Expectation value of the energy change of the electron in
units ℏωc. Main panels show the case of modulated electrons, showcasing
that net energy gain and loss is achievable by modulating the electron.
On each panel we show the modulation spacing and also the phase factor
of the initial target state. The inset corresponds to the case of a non-
modulated electron, where there always is net energy loss. The result in
this case is independent of the phase factor.

where ∆nk is de�ned in Equation (4.76). As the initial electron wave-

function, we take the �nite comb used in Fig. 4.12 and the target is

prepared in the state given by Equation (4.81). The four panels in

Fig. 4.13 display ∆E in units of ℏωc as a function of the central electron

velocity and impact parameter, be−QE . The results for the initial target

state with θ = −π/2 (θ = π/2) are shown in the left (right) maps, and

the modulation is set at resonance with the ground transition to the

upper (top) and lower (bottom) polariton. For reference, the map for

non-modulated electrons is shown as an inset with the same parameter

range, illustrating that the passing electrons can only lose energy in the

non-modulated setup, and ∆E is larger for smaller impact parameter

and electron velocity. The situation is rather similar for θ = −π/2.



4

4.5. Conclusions 181

For this state phase, there emerges only a narrow region of small v0/c

where the electron beam gains energy for qmod = ω1,−/v0. Apart from

it, the maps resemble the EELS one, and the target population always

increases by the e�ect of the passing electrons. For θ = π/2 (right), the

net energy change maps are very di�erent. Fast electron beams gain

energy for both qmod (although ∆E is larger for the transition between

the ground and upper polariton), and lose it at low velocities and im-

pact parameters. Here, the target is populated/depopulated depending

on v0 and be−QE . The richness of the net energy loss/gain landscape in

Fig. 4.13 follows from the coupling strengths in Fig. 4.9, as the leading

order in the electron-target interaction is linear in hI . Thus, we can link

the gain-loss transitions in the lower maps with the change in sign in

hI,G,1− in Fig. 4.9(b). All maps are equivalent in the limit of small v0
and be−QE , where hI → 1 and electron modulation becomes irrelevant.

Our results also showcase the power of polaritonic systems to re-shape

and alter modulated electron beams through the energy of its natural

transitions and the phase involved in its initial state preparation.

4.5 Conclusions

In this chapter, we have delved into the study of how the quantum co-

herence properties of free electrons a�ect their interaction with quantum

targets. This, together the generation of quantum-coherent free elec-

trons, constitutes one of the most active areas of research within nano-

photonics, as can be seen by the breadth of recently published works on

the subject. Of course, free electrons have been one of the most fruit-

ful tools for exploring physics at the nanoscale for decades, however,

the latest advancements in attosecond electron-spectroscopy led to the

discovery that free electrons in microscopes are able to carry quantum

coherence, as indicated by early PINEM experiments [283, 284, 295], and

subsequent re�nements in the theoretical description of electron-photon

interactions [296�298, 349]. Therefore this sparked the quest for under-

standing the optimal mechanisms for electron state preparation [285,

287, 289, 290, 299], which naturally leads to the proposal of employing
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such free electrons imbued with quantum coherence to perform quantum

optics at the nanoscale [284, 296, 297, 299, 301, 320].

The existing literature studies the interaction of free electrons with

optical modes [280, 300�309], QEs [310�317] and hybdrid excitonic-

photonic systems in the SC regime [318, 319], respectively. In this

chapter, we have provided a uni�ed framework rooted in the formal-

ism of mQED to treat the interaction between a general set of electronic

transitions and optical �elds by extending previous results, only valid to

study the interaction between idealized, dipolar two-level QEs [39]. In

doing so, we have been able to put on equal footing the description of

light-matter, and light-mediated matter-matter interaction. Since this

framework is derived in terms of generic electronic eigenfunctions, it

allows to study a wide range of electronic transitions, which we then

particularize to free electrons, and dipolar QEs, but could nevertheless

be employed to describe the interaction of more complex and extended

electronic eigenfunctions, such as those present in organic molecules.

Furthermore, since our approach is based on the Dyadic Green's Func-

tion, the results shown in this chapter can be straightforwardly extended

to more complex nanophotonic systems, for which analytical solutions

may not be available, and in which quantization of the optical modes

becomes challenging. The inherent �exibility of the present framework

therefore points to its applicability in a wide range of problems.

We have explored the quantum interaction of modulated free-electrons

with single quantum emitters, and then with more complex polaritonic

targets. We have made special emphasis on the quantum properties of

the states that the free electron creates in the targets, and the dynam-

ics that this interaction can induce. Throughout this chapter, we �rst

considered single electron-QE interaction events, and revealed that the

relevant �gure of merit for the electron wavefunction preparation is the

autocorrelation function in reciprocal space, which persists in the case

of polaritonic targets with more complex energy landscapes. In the limit

of perfectly periodic (ideal) modulation, we have shown that the pur-

ity of a QE state is preserved upon interaction, and emitter and free

electrons remain disentangled after their encounter. Moving then into a

con�guration of continuous electron driving, we have revealed Rabi-like



4

4.5. Conclusions 183

dynamics in the emitter state, and explored its interplay with two deco-

herent e�ects: radiative losses and electron-induced dephasing. Finally,

we have focused on quantum state tomography, and by analysing the

degree of entanglement between emitter and free electron, we have de-

termined that small electron combs are best suited for the task. Thus,

a measurement protocol capable of uniquely determining the purity of

the emitter state has been proposed.

We have also employed our Hamiltonian description of the electron-

target interaction to analyse the e�ect of electron-polariton interactions

on di�erent key observables, such as the electron momentum redistri-

bution and net energy change, and the polaritonic state populations

and light emission spectrum from the target. In contrast to far-�eld

probes, in which both polaritons of a strongly coupled light-matter sys-

tem are symmetrically driven due to the typically much larger optical

cross section of the cavity mode compared to the involved QEs, the near

�eld nature of electron excitation allows to symmetrically couple to both

excitonic and photonic polariton components, which enables to individu-

ally address either the upper or lower polariton. Our investigation has

proceeded by increasing the complexity on the electron beam and target

preparation, from EELS and CL to PINEM, and �nally PINEM with

modulated electron beams, all these described within the same unifying

theoretical model. In this manner, we have mapped the typical anti-

crossing behavior of polaritonic systems both for the �rst and second

excitation manifolds, and found that electron modulation allows to se-

lectively address transitions in targets with complex energy landscapes,

providing a degree of spectral selectivity to what otherwise behaves as

a broadband source.

Our theoretical �ndings prove that free electrons, beyond their ex-

tremely high spatial resolution, are in general very relevant tools for the

probing of the energy landscape and populations present in quantum

targets. Nevertheless, monochromatic free electrons, as produced in

electron microscopes, are not able to extract any information about the

quantum coherences present in any given system, and moreover, their

interaction generally leads to purity loss and coherence erasure. By

modulating the free electrons prior to their interaction with the target,
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these gain a series of abilities such as e�ectively larger electron-target in-

teraction strength, purity preservation of the quantum target state and

sensitivity to the coherences of the target, making them suitable tools

for quantum state manipulation and characterization and therefore, a

promising tool for quantum technologies, where their power and versat-

ility can be exploited to address and manipulate complex qubits one by

one.
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Chapter 5

Conclusions and outlook

English

In this thesis, we have explored the theoretical modelling of phenomena

associated with the coexistence of di�erent families of interactions in

nanophotonic settings. Through a mixture of analytical and numerical

methods, we have developed predictive tools for complex nanophotonic

systems. This e�ort has included (but not been limited to) close collab-

oration with several experimental groups, where we contributed to the

design, modelling, and ultimate interpretation of observed phenomeno-

logy.

A key advantage of theoretical physics, compared with the com-

plementary experimental counterpart is that when modelling complex,

real-world problems, one may often neglect certain degrees of freedom by

applying approximations and focusing only on the relevant parameters.

Thus, a key aspect of the PhD work is learning to identify the essen-

tial elements to provide a valid description of the particular physical

setup under study. The approximations applied follow from the physics

that one expects to observe. Some of them are ubiquitously employed

within the same �eld of study: the linear response in the constitutive re-

lations of Maxwell's equations, the rotating wave approximation in the

Jaynes Cummings Hamiltonian, or the non-recoil approximations for

the interaction of energetic free electrons with nanostructures are some

examples of approximations used throughout this thesis that implicitly

re�ect which physical mechanisms play the key roles. Yet, it is possible

to �nd systems that defy these expectations. For instance, in Chapter 2,

we modelled the interaction of a plasmonic resonance with a non-linear
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medium. In these systems, the detuning between the resonant mode and

the optical driving usually plays a central role [82, 90], mainly due to

the large �eld enhancement around the metallic particles, and the large

sensitivity of the plasmonic resonances to the environment's refractive

index. Remarkably, due to the extended nature of the system we study,

the non-linear e�ects arise through the extended interaction of the dif-

fraction orders in the non-linear medium, which results in e�ects that are

only weakly dependent on the excitation wavelength, as demonstrated

by the semi-analytical treatment we developed.

This extended photon-photon interaction thus leads to the develop-

ment of self-sustained oscillations and symmetry-breaking transitions.

These dynamical phases, which we �rst report for a di�ractive system,

are furthermore of practical interest to the �eld of time-varying me-

dia, where material properties must vary at length scales comparable to

the wavelength of light, λ, and on timescales of the optical frequency,

τ ∼ 1/ν. Therefore, extending the treatment presented in this thesis

to materials with an instantaneous non-linearity brings the prospect of

self-modulating time-varying media, which, by avoiding the need for com-

plicated external optical setups, can provide an experimental platform

to demonstrate the very interesting predictions of broadband ampli�c-

ation [142], Fresnel drag [140], photon pair production [139, 350], and

other intriguing phenomena in the emerging �eld of time-varying me-

dia [138].

Beyond non-linear dynamics and self-modulating media in extended

interactions, we have also explored the properties of near-�eld inter-

actions, such as those that occur between tunnelling currents or free

electrons and nanometrically con�ned excitations. This was studied us-

ing both classical and quantum mechanical descriptions, as described in

Chapters 3 and 4, respectively. On the one hand, we showed that these

near-�eld interactions can be leveraged as probes for nanophotonic phe-

nomena, where far-�eld probing requires special setups. In particular,

our use of tunnelling currents in Chapter 3 to probe the strong coup-

ling between few-layers of a TMD and a nanophotonic cavity serves as a

proof of concept for using electrically driven light sources to probe inter-

actions at the nanoscale. Our �ndings are of particular interest to the
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STM community, where strong coupling between the tip-substrate nano-

photonic cavity and excitons or molecules has yet to be realized. This is

puzzling considering the extraordinary control achieved over the tip geo-

metry and tip-substrate distance, which, according to conventional un-

derstanding of strong coupling in plasmonic nanocavities, should chie�y

determine the interaction strength. Therefore, studying the di�erences

between our implementation and previous STM studies may highlight

relevant factors that hinder the demonstration of strong coupling, such

as charge-transfer e�ects, exciton hybridization with metallic conduc-

tion bands, or misalignment of the molecular/excitonic dipole moment

with the dominant cavity modes.

In Chapter 3, we also studied the use of free charges directly as a

broadband source, particularly as sources to trigger �uorescence in mo-

lecules coupled to nanophotonic cavities designed to enhance the �uor-

escence signal. These nanophotonic cavities are spherically symmetric,

multilayered metallo-dielectric systems, similar to planar bulk hyper-

bolic metamaterials. By tuning the few degrees of freedom present in

this multilayered design (primarily the radii of the spherical shells), we

demonstrated that the �uorescence signal could be enhanced by orders

of magnitude. The search for an optimal design was conducted through

numerical optimization, positioning our work within the growing �eld of

inverse design in nanophotonics [P6, 351, 352]. Our analytical solution

for a spherically symmetric system grants high e�ciency and evaluation

speed, though it sacri�ces some geometric �exibility, a feature that char-

acterizes systems developed through more general inverse-design meth-

ods. Given the unprecedented computational power available today,

the advent of GPU-based parallel computing for electromagnetic sim-

ulations [353, 354], together with the development of surrogate mod-

els [355�358], and the accessibility of consumer-grade numerical optim-

ization tools [359], we can expect that the design process in the near

future will be heavily driven by inverse design optimization methods,

alongside more traditional design strategies based on physical principles

and intuition.

In Chapter 4, we studied the interaction of free electrons with nan-

ophotonic targets, this time using a quantum mechanical description.
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The need for a quantum description arises from the realization that free

electrons can carry quantum coherence, as demonstrated by PINEM ex-

periments [283]. This calls for a model beyond the traditional classical

current approach, as used in the theory of EELS [151].

We begin Chapter 4 by introducing the formalism devised to treat

interactions between free electrons and quantum targets. The value of

our theoretical approach is that, rooted in the mQED framework [27]

and extending previous work [39], it treats �eld-mediated interactions

between arbitrary electronic transitions. Thus, instead of postulating

a model Hamiltonian for quantum systems formed by several quantum-

mechanical entities, our framework provides a comprehensive description

of the entire system, putting the various light and matter resonances and

their interactions on equal footing. We particularize our theory to para-

metrize the interaction between free electrons, quantum emitters, and

optical modes. Moreover, thanks to the central role of the electromag-

netic Dyadic Green's Function in mQED, our results can be extended

to handle more complex electronic wavefunctions (see Appendix F) and

electromagnetic environments through numerical methods.

This description enabled us to �rst study the simplest case of a free

electron interacting with an isolated QE, where we predict promising

capabilities of free electrons for quantum state preparation and tomo-

graphy. We identify the electron's self-correlation in momentum space

as a key �gure of merit for the preparation of free-electron wavefunc-

tions, as it measures the impact of the free-electron wavefunction on the

�nal state and e�ective dynamics of the QE, along with the enhanced

sensitivity of the electron to the QE's coherences.

By coupling the QE to a nanophotonic cavity, we further explore a

polaritonic target for interaction with the free electron. We �nd that

electron self-correlation remains the relevant parameter for quantifying

the e�ect of the electron's wavefunction, and wavefunction engineering of

the free electron yields an e�ectively larger coupling strength. Notably,

due to the anharmonic nature of the polaritonic energy ladder, elec-

tron modulation contributes transition-dependent e�ects. In contrast

to the broadband nature of monochromatic free electrons, this allows

the targeting of speci�c electronic transitions within polaritonic targets
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or other systems with complex energy landscapes, providing selectivity

that is unavailable with non-modulated free electrons.

Given the inherently nanometric spatial resolution, recent advances

in attosecond temporal resolution, and progress in probing and con-

trolling quantum coherence, free electrons are poised to become a cent-

ral tool for quantum system control. This holds particular relevance for

nanophotonics, where the di�raction limit imposes a hard boundary on

the utility of free-space optics in sub-wavelength applications. This is

evidenced by recent demonstrations of using free electrons in interfer-

ometric setups to extract attosecond-resolved phase information from

optical �elds [293, 294] and phonon-assisted decoherence times from col-

our centers in hBN [334].

Castellano

En esta tesis, hemos investigado el modelado teórico de fenómenos que

surgen de la coexistencia de diferentes tipos de interacciones en entornos

nanofotónicos. A través de una combinación de métodos analíticos y

numéricos, hemos desarrollado herramientas de predicción para sistemas

nanofotónicos complejos. Este trabajo ha contado con la estrecha col-

aboración con varios grupos experimentales, donde hemos contribuido

al diseño, modelado e interpretación de la fenomenología observada.

Una de las grandes ventajas de la física teórica, en comparación

con la vertiente experimental, es que al abordar problemas complejos,

a menudo uno puede omitir ciertos grados de libertad aplicando aprox-

imaciones y centrándose solo en los parámetros más relevantes. Así,

un aspecto fundamental del doctorado es aprender a identi�car los ele-

mentos esenciales que permiten ofrecer una descripción válida de cada

sistema físico. Las aproximaciones que aplicamos se derivan de la física

que esperamos observar. Algunas de estas aproximaciones son de uso

común dentro de diversos campos de estudio: la respuesta lineal en

las relaciones constitutivas de las ecuaciones de Maxwell, la aproxim-

ación de onda rotante en el Hamiltoniano de Jaynes-Cummings, o las

aproximaciones de no-desvío (non-recoil) para la interacción de electro-

nes libres energéticos con nanostructuras son solo algunos ejemplos de



5

190 Chapter 5. Conclusions and outlook

aproximaciones utilizadas a lo largo de esta tesis, que re�ejan de manera

implícita qué mecanismos físicos desempeñan roles clave.

Sin embargo, hay sistemas que desafían estas expectativas. Por ejem-

plo, en el Capítulo 2, modelamos la interacción de una resonancia plas-

mónica con un medio no lineal. En estos sistemas, el desvío espectral

entre el modo resonante y la excitación óptica suele jugar un papel fun-

damental [82, 90], principalmente debido a la gran concentración de

campo alrededor de las partículas metálicas y a la elevada sensibilidad

de las resonancias plasmónicas al índice de refracción del entorno. De

manera inesperada, en el sistema que estudiamos, los efectos no lineales

surgen a través de la interacción extendida de los órdenes de difracción a

través del medio no lineal, lo que da lugar a un efecto que solo depende

débilmente de la longitud de onda de excitación, como demostramos en

el tratamiento semi-analítico que presentamos. Esta interacción exten-

dida fotón-fotón da lugar a la aparición de oscilaciones auto-sostenidas

y transiciones acompañadas de ruptura espontánea de simetría. Es-

tas fases dinámicas, además de ser interesantes por ser esta la primera

vez que se reportan en medios difractivos, son de interés práctico para

el campo de los medios que varían en el tiempo (time-varying media),

donde las propiedades materiales deben cambiar en escalas de longitud

comparables a la longitud de onda de la luz, λ, y en escalas de tiempo de

la frecuencia óptica, τ ∼ 1/ν. Por tanto, extender nuestro tratamiento

a materiales con una no-linealidad instantánea abre la puerta a medios

auto-modulados que varían en el tiempo, lo que evitaría la necesidad de

montajes ópticos externos complejos y pueden proporcionar una plata-

forma experimental para demostrar las interesantes predicciones, como

la ampli�cación de señal no resonante [142], el rozamiento de Fres-

nel [140], la producción de pares entrelazados de fotones [139, 350] u

otros fenómenos fascinantes en el campo emergente de los medios que

varían en el tiempo [138].

Más allá de la dinámica no lineal y los medios auto-modulados en

interacciones extendidas, también hemos estudiado las propiedades de
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las interacciones de campo cercano, como aquellas que ocurren entre cor-

rientes túnel o electrones libres y excitaciones con�nadas nanométrica-

mente. Este estudio se realizó tanto desde perspectiva del electromag-

netismo clásico, como desde una formulación cuántica, como se detalla

en los Capítulos 3 y 4, respectivamente. Por un lado, mostramos que es-

tas interacciones de campo cercano pueden utilizarse como sondas para

fenómenos nanofotónicos, donde el uso de sondas de campo lejano re-

queriría el uso de montajes especializados. En particular, nuestro uso

de corrientes de túnel en el Capítulo 3 para investigar el acoplamiento

fuerte entre unas pocas capas de un TMD y una cavidad nanofotónica

sirve como prueba de concepto para usar fuentes de luz nanométricas

alimentadas eléctricamente en la exploración de interacciones a escala

nanométrica. Nuestros hallazgos son de especial interés para la comunidad

de STM, donde aún no se ha logrado el acoplamiento fuerte entre la

cavidad nanofotónica, formada por la punta-substrato, y excitones o

moléculas. Esto es desconcertante dado el extraordinario control que se

tiene sobre la geometría de la punta y la distancia punta-substrato, que,

según el entendimiento general del acoplamiento fuerte en nanocavidades

plasmónicas, determinar como factor principal la intensidad de la inter-

acción. Por tanto, estudiar las diferencias entre nuestra implementación

y estudios anteriores de STM podría recalcar los factores relevantes que

puedan di�cultan la demostración del acoplamiento fuerte, como pueden

ser efectos de transferencia de carga, hibridación de excitones con la

banda de conducción del metál, o la desalineación del momento dipolar

de las moléculas/excitones con los modos dominantes de la cavidad.

En el Capítulo 3, también exploramos el uso de cargas libres dir-

ectamente como una fuente de luz, especialmente como fuentes para

activar la �uorescencia de moléculas acopladas a cavidades nanofotón-

icas diseñadas para mejorar la señal de �uorescencia. Estas cavidades

nanofotónicas son sistemas metalo-dieléctricos multicapa con simetría

esférica, similares a los metamateriales hiperbólicos multicapa planares.

Al ajustar los pocos grados de libertad presentes en este diseño multicapa

(principalmente los radios de las capas esféricas), demostramos que la

señal de �uorescencia puede aumentarse en varios órdenes de magnitud.

La búsqueda de un diseño óptimo se llevó a cabo mediante optimización
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numérica, situando nuestro trabajo dentro del creciente campo del dis-

eño inverso en nanofotónica [P6, 351, 352]. Nuestra solución analítica

para un sistema esféricamente simétrico nos garantiza alta e�ciencia y

velocidad de evaluación al precio de sacri�car la �exibilidad geométrica

por la que se caracterizan los sistemas desarrollados mediante métodos

de diseño inverso en general.

Dado el crecimiento mantenido del poder de cálculo experimentado

durante las últimas décadas, el surgimiento de la computación paralela

basada en GPUs para simulaciones electromagnéticas [353, 354], junto

con el desarrollo de modelos surrogados[355�358] y la accesibilidad de

herramientas de optimización numérica para el usuario no-experto[359],

podemos prever que el proceso de diseño en un futuro próximo estará

fuertemente in�uenciado por métodos de optimización de diseño inverso,

junto con estrategias de diseño más tradicionales basadas en principios

físicos e intuición.

En el Capítulo 4, estudiamos la interacción de electrones libres con

objetivos nanofotónicos, esta vez utilizando una descripción cuántica.

La necesidad de una descripción cuántica surge del descubrimiento de

que los electrones libres son capaces de transportar coherencia cuántica,

como lo demuestran los experimentos de PINEM [283]. En consecuen-

cia, la descripción de estos problemas requiere un modelo que vaya más

allá del enfoque clásico, basado en considerar a los electrones como una

densidad de corriente, tal y como se hace en la teoría de EELS [151].

Comenzamos el Capítulo 4 introduciendo el formalismo que hemos

desarrollado para tratar las interacciones entre electrones libres y objet-

ivos cuánticos. La relevancia de nuestro enfoque teórico radica en que,

utilizando el marco de mQED [27] y ampliando trabajos previos [39],

describimos las interacciones mediadas por el campo electromagnético

entre transiciones electrónicas arbitrarias. De este modo, en lugar de

postular un Hamiltoniano modelo para sistemas cuánticos compuestos

por varias entidades mecánico-cuánticas, nuestro formalismo nos pro-

porciona una descripción integral del sistema, poniendo las diversas res-

onancias de luz y materia y sus interacciones en pie de igualdad. En el

resto del capítulo, particularizamos nuestra teoría para parametrizar la

interacción entre electrones libres, emisores cuánticos y modos ópticos.
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Es importante recalcar que gracias al papel central de la Función de

Green Diádica electromagnética en mQED, nuestros resultados pueden

extenderse para tratar funciones de onda electrónicas (ver Apéndice F)

y entornos electromagnéticos más complejas que las consideradas en el

capítulo mediante métodos numéricos.

Esta descripción nos permitió, primero, estudiar el caso simple de un

electrón libre interactuando con un emisor cuántico (QE) aislado. En

esta situación predecimos que los electrones libres presentan capacid-

ades prometedoras para la preparación y tomografía de estados cuántico.

Identi�camos la auto-correlación de la función de onda del electrón libre

en el espacio de momentos como una magnitud clave en la preparación

de funciones de onda de electrones libres, ya que mide el impacto que

estas funciones de onda tienen sobre el estado �nal y la dinámica efectiva

del QE, y también proveen al electroón de sensibilidad a las coherencias

del QE.

Después, acoplamos el QE a una cavidad nanofotónica, dando lugar

a un objetivo polaritónico para la interacción con el electrón libre. En

este caso, encontramos que la auto-correlación del electrón sigue siendo

el parámetro clave para cuanti�car el efecto de la función de onda elec-

trónica, ya que da lugar a fuerzas de acoplamiento efectivas mayores

entre electron y objetivo, y por tanto, esta magnitud se presenta como

una �gura de mérito de interés general a la hora de guiar la ingeniería

de la función de onda del electrón libre. Notablemente, debido a la an-

harmonicidad de la escalera de energía polaritónica, descubrimos que la

modulación del electrón produce efectos que pueden ser muy sensibles

a la diferencia de energías entre estados polaritonicos, en contraste con

la naturaleza de fuente de banda ancha por la que los electrones libres

se caracterizan. esto permite afectar de manera selectiva a transiciones

electrónicas especí�cas dentro de objetivos polaritónicos u otros sistemas

con estructuras de niveles de energía complejos, proporcionando una se-

lectividad que no está disponible con electrones libres no modulados.

Dada la resolución espacial inherentemente nanométrica, los avances

recientes en resolución temporal en attosegundos y el progreso como

sonda y herramienta para controlar el �ujo de coherencia cuántica, es de

esperar que los electrones libres se conviertan en una herramienta central



5

194 Chapter 5. Conclusions and outlook

para el control de sistemas cuánticos. Esto es particularmente cierto

para el campo de la nanofotónica, donde el límite de difracción impone

una frontera estricta a la utilidad de montajes ópticos para aplicaciones

donde las longitudes características son menores que la longitud de onda.

Esta futura relevancia se empieza a evidenciar en las demostraciones

recientes del uso de electrones libres en con�guraciones interferométricas

para extraer información sobre la fase de campos resuelta con resolución

de attosegundos [293, 294], o la extracción de los tiempos de decoherencia

en centros de color en hBN [334].
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Appendix A

Details of the linear stability

analysis derivation

Our starting point is Eq. (2.13), which we reproduce here:

τ ∆̇n(r, t) + ∆n (r, t) = −γ |E0 (r)|2

+ 2k2ωγ

∫
dr′
[
F (r, r′) + F ∗(r, r′)

]
∆n(r′, t).

(A.1)

Where F (r, r′) = n0E
∗
0 (r) · G (r − r′) · E0 (r

′). We start by spliting

the refractive index change, ∆n(r, t), into a static and a dynamic part:

∆n (r, t) = δns (r) + δn(r, t). Using the linear �eld solution, we arrive

to an expression for the steady-state index modi�cation

δns (r) = −γ |E0 (r)|2 + 2k2ωγ

∫
dr′
[
F (r, r′) + F ∗(r, r′)

]
δns (r′),

(A.2)

and for the time evolution of the di�erent perturbations

τ ˙δn (r, t) + δn (r, t) =

2k2ωγ

∫
dr′
[
F (r, r′) + F ∗(r, r′)

]
δn(r′, t).

(A.3)

Since we are interested in perturbations that grow over time, we focus

on the dynamic part. We �rst introduce the Dyadic Green's Function

for a 2D system:

Gij

(
r − r′

)
=

[
δi,j +

∂i∂j
k20

]
g
(
r − r′

)
(A.4)
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g
(
r − r′

)
=
i

4
H0

(
k0
∣∣r − r′

∣∣) = ∫ dk′
4π2

ei k′·(r−r′)

k′2 − k20 − iη
, (A.5)

where g (r − r′) is the scalar Green's Function of the Helmholtz wave

equation in 2D, and η is a regularizing factor that tends to 0. Putting

these two together, the complete dyadic can be written as:

G
(
r − r′

)
=

∫
dk′
4π2

O
(
k′) eik

′·(r−r′)

k′2 − k20 − iη
, (A.6)

where

O (k) =


1− k2x

k20
−kxky

k20
0

−kxky
k20

1− k2y
k20

0

0 0 1

 (A.7)

contains all the tensorial character of the Dyadic Green's Function. By

introducing that the linear system solution admits a expansion as a sum

of plane waves as E0 (r) =
∑

α Eαei kα·r, one can write

F (r, r′) = n0
∑
α,β

∫
dk′
4π2

E∗
α ·O (k′) · Eβ
k′2 − k20 − iη

ei(k
′−kα)·rei(kβ−k′)·r′

. (A.8)

To investigate how the refractive index modulation of a certain wavevector

evolve in time, we multiply each side of Eq. (A.3) by ei k·r/4π2 and in-

tegrate over all space. By writing the refractive index in terms of its

Fourier components as δn (r) =
∫
dk′′ δn (k′′) e−i k′′·r , and dropping

the explicit time dependence for compactness, we have

τ ˙δn (k) + δn (k) =

2k2ωγ|E0|2
∑
α,β

[
n0

(
Fαβ(kα − k)

|kα − k|2 − k20

)
+ n∗0

(
F ∗
βα(kβ + k)

|kβ + k|2 − (k∗0)
2

)]
× δn (k + kβ − kα) .

(A.9)

Here we have assumed that the nonlinear domain extends in�nitely, and

that the homogeneous medium refractive index has a non-zero imaginary

part, which allows to drop η. For brevity, we introduce Fαβ (k) =
E∗
α

|E0| ·
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[
I− kk

k20

]
· Eβ
|E0| , with |E0| being the amplitude of the incident plane wave.

Writing the refractive index as n0 = n0,r+in0,i = n0,r (1 + iχ) ≈ |n0|(1+
iχ), where χ ≪ 1, then the term in square brackets from the equation

above can be rewritten as

n0

(
Fαβ(kα − k)

|kα − k|2 − k20

)
+ n∗0

(
F ∗
βα(kβ + k)

|kβ + k|2 − (k∗0)
2

)
=

1

|n0|k2ω

(1 + iχ)
Fαβ(kα − k)

|kα−k|2
(|n0|kω)2 − (1 + iχ)2

+ (1− iχ)
F ∗
βα(kβ + k)

|kβ+k|2
(|n0|kω)2 − (1− iχ)2

 ≈

1

|n0|k2ω

 Fαβ(kα − k)

|kα−k|2
k20

− 1− 2iχ
+

F ∗
βα(kβ + k)

|kβ+k|2
k20

− 1 + 2iχ

 .
Which �nally allows to write Eq. (A.9) as presented in the main text:

τ ˙δn (k) + δn (k) =
2

|n0|
γ |E0|2

χ

∑
α,β

Mαβ(k)δn (k + kα − kβ) , (A.10)

Mαβ(k) =
χFβα (kβ − k)

|k−kβ|2
k20

− 1− 2iχ

+
χF ∗

αβ (k + kα)

|k+kα|2
k20

− 1 + 2iχ
. (A.11)

Besides the linearization procedure, the strongest assumption made

in this derivation is that the non-linear medium has in�nite extent.

Throughout the literature of pattern-forming systems, it is well known

that the boundaries of non-linear media play a big role in the emergence

of non-linear phenomena [360]. This may happen for instance for sym-

metry reasons i.e. The boundaries don't allow perturbations of certain

patterns to emerge, or simply because the non-linear thresholds increase.

In our case, the non-linear medium is much larger than the reciprocals

of the characteristic wavevectors that appear in this treatment, how-

ever, the �nite extent of the experimental system leads the thresholds to

increase. This can be understood by relaxing the conditions in the deriv-

ation and letting the non-linear medium have a �nite extent. What one

sees from doing this is that the instead of coupling non-locally to par-

ticular wavevectors, the coupling takes place to a whole neigbourhood
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through a convolution operation. This has the e�ect of joining together

wavevectors that tend to get ampli�ed through the non-linearity with

others that tend to get attenuated, therefore raising the NL-threshold

as a consequence.
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Appendix B

Details about transfer matrix

derivation and

implementation

B.1 Transfer matrix and spherical vector har-

monics expansion

For isotropic linear media, Maxwell's equations can be written assuming

harmonic time dependence as

E =
ic

ωε
(∇×H) H = − ic

ωµ
(∇×E). (B.1)

To fully exploit the spherical symmetry of the system, one expands the

electromagnetic (EM) �elds in the basis of the orthogonal vector spher-

ical harmonics, which are de�ned as

Y
(e)
lm =

ir√
l(l + 1)

∇Ylm,

Y
(o)
lm =

ir2√
l(l + 1)

∇× (∇×Y
(e)
lm),

Y
(m)
lm = r(∇×Y

(e)
lm).

(B.2)

In these expressions, Ylm are the orthonormal spherical harmonics as

de�ned in the Condon-Shortley convention. With these, it is possible to
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construct a basis of normalized transverse vector multipoles

FMlm(kn, r) =fMl(knr)Y
(m)
lm (r), (B.3)

FElm(kn, r) =
1

knr

[√
l(l + 1)fEl(knr)Y

(o)
lm (r)

+
d

dr
(rfEl(knr))Y

(e)
lm(r)

]
,

(B.4)

where the subscripts E and M stand for the TE and TM polarizations.

In these expressions, fαl can be any combination of spherical bessel

functions, and in particular we choose Bessel and Hankel functions, fαl =

jl and fαl = h
(1)
l , and will denote the associated vector multipoles as

Jαlm and Hαlm. This choice sets the EM power�ow along the positive

radial direction, and also allows to separate well and badly behaved

solutions at the origin. A general solution for the electric �eld in the

n-th layer of the hyperbolic cavity can be written as

Eα =
∑
l,m

[Aαlm(n)Jαlm(knr) +Bαlm(n)Hαlm(knr)] . (B.5)

By applying continuity conditions of �elds across boundaries, one con-

structs the forward-scattering transfer matrix, which relates the �elds in

two adjacent layers through the amplitude coe�cients in Eq. (B.5) as(
Aαlm(n+ 1)

Bαlm(n+ 1)

)
= T+

αl(n)

(
Aαlm(n)

Bαlm(n)

)
. (B.6)

The backwards-scattering matrices are obtained from Eq. (B.6) by in-

version. The expressions for the scattering matrices [207] for the TE

and TM modes are given by

T+
Ml(n) = −i

(
κnξ

′
l(yn)ψl(xn)− ξl(yn)ψ

′
l(xn) κnξ

′
l(yn)ξl(xn)− ξl(yn)ξ

′
l(xn)

ψl(yn)ψ
′
l(xn)− κnψ

′
l(yn)ψl(xn) ψl(yn)ξ

′
l(xn)− κnψ

′
l(yn)ξl(xn)

)
,

T+
El(n) = −i

(
ξ′l(yn)ψl(xn)− κnξl(yn)ψ

′
l(xn) ξ′l(yn)ξl(xn)− κnξl(yn)ξ

′
l(xn)

κnψl(yn)ψ
′
l(xn)− ψ′

l(yn)ψl(xn) κnψl(yn)ξ
′
l(xn)− ψ′

l(yn)ξl(xn)

)
,

(B.7)
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Where ξl(z) and ψl(z) are Riccati-Bessel functions, de�ned as ψl(z) =

zjl(z) and ξl(z) = zh
(1)
l (z), and the prime denotes the derivative with

respect to the argument. The other magnitudes appearing are κn =√
ϵn+1/ϵn, the ratio between the permittivities between adjacent layers,

rn, the outer radius, kn =
√
ϵnω/c, the EM wavevector modulus for the

nth layer, and xn = knrn and yn = kn+1rn.

In our calculations, we are particularly interested in linking the ex-

ternal �elds and the EM �elds at the center of the nanocavity. Thus, for

a core shell consistent of N layers, and labelling the core as the zero-th

region, we de�ne the ordered product of transfer matrices as

Mαl =
N∏

n=0

T+
αl(n)

≡ T+
αl(N)T+

αl(N − 1) . . . T+
αl(1)T

+
αl(0).

(B.8)

The computation of the matrices in Eq. (B.8) gives us access to the

relevant magnitudes of our study.

B.2 Expressions for relevant magnitudes

In this section, we outline the derivation of the expressions of �eld en-

hancement, and radiative and total Purcell factors. Finally, the simpli-

�cation of Eq. (B.7) is also brie�y discussed.

B.2.1 Field Enhancement

We focus our attention �rst into the �eld enhancement taking place at

the center of the nanocavities under positron beam excitation, which

allows us to describe the absorption ampli�cation experienced by any

�uorescent agent placed in this position. As mentioned, de�ning Jαlm

and Hαlm allows to separate well and badly behaved solutions at the

origin. Since upon external excitation the �eld has to be �nite at

the origin, then solutions must not include Hαlm in the central region

(Bαlm(n = 0) = 0). Furthermore, evaluating JMlm we �nd that it al-

ways vanishes at the origin for every value of l and m, and moreso, JElm
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is only non-vanishing at the origin for l = 1, which allows to write

E(r = 0) =
1∑

m=−1

AE1m(1)JE1m(kn, r = 0). (B.9)

It is straightforward to link Eq. (B.9) with the TE external �elds as(
AE1m(N + 1)

BElm(N + 1)

)
= ME1

(
AE1m(1)

0

)
, (B.10)

so that the �eld at the cavity center can be expressed as

E(0) =
1

⟨ME1⟩11

[
1∑

m=−1

AE1m(N + 1)JE1m(kn, 0)

]
. (B.11)

Note that in absence of cavity the transfer matrices become the iden-

tity, and therefore, one can simply identify the term in brackets as the

external incident �eld evaluated at r = 0. Eq. (B.11) shows that the

optical modes sustained by the hyperbolic nanocavities are given by the

zeroes of ⟨ME1⟩11. This result is formally identical to the usual calcula-

tion of Mie resonances [208]. Finally, the �eld enhancement with respect

to a given reference con�guration can be calculated as

|E|
|E0|

=
|
〈
M0

E1

〉
11
|

| ⟨ME1⟩11 |
, (B.12)

where the zero sub- and super-scripts denote the reference magnitudes,

corresponding to silica spheres of the same outer radius as the nanocav-

ities. It is worth noting that this normalization absorbs all the spectral

features of the excitation source, and thus the result only depends on

the cavity geometric and material parameters.

We now give an explicit expression of the �eld generated by the

positron at the center of the cavity. As justi�ed before, the modal ex-

pansion at the origin in absence of the cavity is the same as the electric

�eld produced by a passing electron in free space [185], thus we can then
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Figure B.1: Comparison between fully numerical (isolated points) and
quasi-analytical predictions (solid line) for the �eld enhancement at the
center of the 7-layer periodic nanocavity considered in Fig. 3.4.

use

Efree(r = 0) =
1∑

m=−1

Afree
E1m(N + 1)JE1m(k0, r = 0) =

=
2eω

v2γ

[
i

γ
K0

(
ωb

vγ

)
ẑ−K1

(
ωb

vγ

)
x̂

]
,

(B.13)

where we have chosen the electron to have positive velocity v along the z

axis and along the line x = −b, y = 0. In Eq. (B.13), γ = 1/
√
1− (v/c)2

is the Lorentz contraction factor, and Ki are modi�ed bessel functions

of the second kind. The �eld in the presence of the structure will then

be given by

E(0) =
1

⟨ME1⟩11
2eω

v2γ

[
i

γ
K0

(
ωb

vγ

)
ẑ−K1

(
ωb

vγ

)
x̂

]
. (B.14)

In Fig. B.1, I plot the ratio between Eqs. (B.14) and (B.13) versus

frequency for the structure considered in Fig. 3.4, a periodic 7-layer

nanocavity with Rin = 11 nm and Rtot = 60 nm. Transfer matrix cal-

culations are compared against COMSOL simulations. We can observe

the excellent agreement between quasi-analytical and fully numerical

spectra for both x- and z-components of the electric �eld at the cavity

center.
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B.2.2 Radiative Purcell

Now we obtain the expressions that characterize the radiative and total

Purcell factors needed to calculate the total �uorescence quantum yield.

We describe the molecules as EM oscillating point-dipoles with dipole

moment p. The �elds radiated by such EM sources in a medium of

permittivity ϵ and at location rd is given by [207]

Ed(r) =
∑
lm

[
adMlmHMlm(k, r) + adElmHElm(k, r)

]
. (B.15)

where the coe�cients are given by the expressions

adMlm = 4πi
k3

ϵ
p · J∗

Mlm(k, rd),

adElm = 4πi
k3

ϵ
p · J∗

Elm(k, rd).

(B.16)

The asterisks in the coe�cients above denote the complex conjugate of

the vector spherical harmonics, not the Bessel functions. As mentioned

before, JMlm(k, rd) vanishes for rd = 0 for any l andm, while JElm(k, rd)

is only non-zero at the origin for l = 1. The electric �eld radiated by

a point-dipole source located at the coordinate origin (cavity center) is

then

Ed(r) = 4πi
k3

ϵ

1∑
m=−1

[
p · J∗

E1m(k, 0)HE1m(k, r)

]
=

=

1∑
m=−1

[
BE1m(1)HE1m(k, r)

] (B.17)

Note that the radial dependence of Eq (B.17) is given by h(1)l , describing

EM power�ow along the positive radial direction. In the exterior of the

nanocavities, there will be only EM �elds behaving in a similar way, and

thus we can make AE1m(N + 1) = 0 in Eq. (B.5). Using the ordered

product of transfer matrices, ME1, we can relate the �eld coe�cients
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outside the cavity and inside its core,(
0

BElm(N + 1)

)
= ME1

(
AE1m(1)

BE1m(1)

)
. (B.18)

Which upon solving allows to obtain

AE1m(1) = −
⟨ME1⟩12
⟨ME1⟩11

BE1m(1), (B.19)

BElm(N + 1) =
det(ME1)

⟨ME1⟩11
BE1m(1). (B.20)

With this, we know the �elds in the central region of the cavity and on

the outside, which allows to calculate the far-�eld radiated power, which

is related to the radiative Purcell, and the near-�eld total power emitted

by the �uorescent agent, which yields the total Purcell.

Eq. (B.20) shows that the electric �eld in the exterior of the cavities

is equal to the free-space dipole �eld scaled by a transfer matrix factor.

Hence, the relation between the radiated power in the presence of the

cavity and in free space is simply PR = |det(ME1)/ ⟨ME1⟩11 |2n2corePfree,

with Pfree being the power radiated in free-space by the same dipole and

ncore is the refractive index of the central region. If we consider a di�er-

ent normalization, a reference di�erent from free-space, we can express

the radiative Purcell factor as

PR =
PR

P 0
R

=

∣∣∣∣n2coredet(ME1)

⟨ME1⟩11

∣∣∣∣2/
∣∣∣∣∣n2core,0det

(
M0

E1

)〈
M0

E1

〉
11

∣∣∣∣∣
2

. (B.21)

Note that technically, the radiative Purcell should be calculated as the

ratio of the radiated power to the total dissipated energy by the refer-

ence, and therefore, the expression above for the radiative Purcell will

only be valid if the reference con�guration is lossless.

B.2.3 Total Purcell

As we have shown in the previous subsection, the total �eld (including

the scattering due to the multilayer structure) within the core of the
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cavity can be written as

ET (r) =
1∑

m=−1

BE1m(1)

[
HE1m(k, r)−

⟨ME1⟩12
⟨ME1⟩11

JE1m(k, r)

]
. (B.22)

Computing the magnetic �eld associated to (B.22), we can calculate the

total power radiated by the dipole within the core region, which turns

out to be

PT =
c2

2ω2

1√
ϵ
Re

[
1−

⟨ME1⟩12
⟨ME1⟩11

][ 1∑
m=−1

|BE1m(1)|2
]
=

= ncorePfreeRe

[
1−

⟨ME1⟩12
⟨ME1⟩11

]
,

(B.23)

where we have grouped terms corresponding to the power radiated in free

space. Again, one can normalize this magnitude to a di�erent situation

and obtain the total Purcell factor as

PT =
PT

P 0
T

=

√
ϵcore
ϵcore,0

Re

(
1−

⟨ME1⟩12
⟨ME1⟩11

)/
Re

(
1−

〈
M0

E1

〉
12〈

M0
E1

〉
11

)
,

(B.24)

where ϵcore,0 = ϵcore = ϵSiO2 in our calculations.

With the expressions presented in this section, the calculation of

�uorescence enhancement factors has been reduced to the computation

of ordered products of transfer matrices. We have shown that all the rel-

evant magnitudes (�eld enhancement and Purcell factors) can be written

in a compact, quasi-analytical form in terms of ME1.

B.3 Particle Swarm Optimization

To �nd the optimal geometric con�guration for hyperbolic cavities we

implemented a particle swarm optimization (PSO) algorithm [217]. The

inspiration for these algorithms is that groups of animals are somehow

able of e�ciently locating food sources. The hypothesis is that local

correlations in the motion of the members of a swarm lead to global

behaviors, due to the sharing of information among individuals. The
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algorithm that we implement is largely based on the original PSO for-

mulation in Ref. [217], with some later modi�cations proposed by the

same authors [218].

The PSO algorithm works as follows. We de�ne �rst a hypercube

that represents the solution space, and set the lower and upper bounds

for every variable. Next, we create a population of n individuals scattered

randomly across this volume and assign a random initial velocity to each

one. Then the �tness function is evaluated for every individual, and ve-

locities are updated as

v⃗′ = wv⃗ + ϕp(p⃗best − x⃗) + ϕg(g⃗best − x⃗)

x⃗′ = x⃗+ v⃗

In these expressions, w is the inertia weight, p⃗best is best achieved po-

sition of each individual, and g⃗best is the best position achieved among

all individuals in the swarm. After calculating the new set of positions,

the �tness function is re-evaluated and the values of p⃗best and g⃗best are

updated. This is done until convergence.

The expression above illustrates that the motion of every individual

gravitates towards the particular and general best, and that the strength

of the pull towards any of these is given by the ratio ϕp and ϕg. In each

iteration, we set ϕp = 2 ∗ Rand() and ϕg = 2 ∗ Rand(), where Rand
indicates a randomly generated number between 0 and 1. This way,

both have the same expectation value, while random kicks are included

to drive the search process. The role of the inertia weight is to foster

exploration of the solution space [218]. In our implementation, we set

its initial value to 0.9 and decrease it linearly until reaching w = 0.4.

This causes the �rst iterations of the algorithm to have a search-like

behavior, while late iterations tend to re�ne the optimum positions.

We consider large swarm populations (105 individuals) and limit the

number of iterations to 103. Due to the stocastic element introduced

in the parameter values, we repeat the whole optimization process 20

times and keep the best outcome.
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Appendix C

Evaluating the hyperbolic

character of multilayer

nanocavities

In Section 3.2, we evaluated the hyperbolic character of the nanocavities

by employing the expression for the e�ective permittivity tensor of a

planar system. In this section we show that these results hold when

considers the more complicated expressions for the e�ective permittivity

tensor of a spherical layered system. For a multi-shell of internal radius

R0 and external radius R, where the boundaries between materials are

given by ri, the e�ective permittivity tensors are given by [211]

ϵθ = ϵϕ =
1

R−R0

∑
i

ϵi(ri+1 − ri), (C.1)

1

ϵr
=

R0R

R−R0

∑
i

1

ϵi

(
1

ri
− 1

ri+1

)
. (C.2)

For a system composed of alternating silver and silica layers (like in our

case) the angular components of the permittivity tensor simply read:

ϵθ = ϵϕ = ϵAg ηlinear + ϵSiO2 (1− ηlinear), (C.3)

which is exactly the same as the expression for the tangential compon-

ents of the planar, bulk case but with the �lling fraction being de�ned

in terms of the radial, and not volumetric distribution, hence the linear

subscript.

For a general multilayer made of isotropic materials, the hyperbolic
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character can be checked by evaluating ϵrϵθ, which if one de�nes ∆i ≡
ri+1 − ri and ri ≡ (ri+1 + ri)/2 can be straightforwardly obtained as

ϵθϵr =
1

R0R

∑
i ϵi∆i∑

i
1
ϵi

∆i

(ri)2−
(

∆i
2

)2

. (C.4)

In Fig. C.1 we show the real part of this magnitude for the periodic

nanocavities treated in Sec. 3.2.2, and one can see that this magnitue is

negative in the majority of the parameter space treated and therefore,

the multilayered shells do behave hyperbolically. We have included a

solid black line that shows the condition Re(ϵrϵθ) = 0 to make the

distinction between hyperbolic and non-hyperbolic regions more clear.

Figure C.1: Demonstration of the hyperbolic character of periodic mul-
tilayered cavities with 3 (a), 5 (b), 7 (c) and 15 layers (d), showing that
below roughly 3 eV and when the layersizes are much smaller than the
wavelength, these spherical multilayers behave hyperbolically.

In the same way, one can check that the PSO-designed cavities shown
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in Sec. 3.2.3 are also of hyperbolic character. In Fig. C.2 we show

Re(ϵrϵθ) at the optimization frequency for these cavities of di�erent num-

ber of layers. The negative character of this quantity indicates that the

optimization procedure yields hyperbolic cavities for target operation

frequencies below 2.8 eV.

Figure C.2: Demonstration of hyperbolic character of PSO-designed
nanocavities for operation frequencies below 3 eV. Inset showcases the
di�erent behavior of the optimization at lower photon energies.
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Appendix D

Far-�eld model of EL from

plasmonic structures

To fully capture the far-�eld experimental phenomenology we develop a

model. This is meant to reproduce experimental features that, according

to our numerical simulations, are not related to the strong light-matter

interactions that take place within the micron-sized volume around the

nanowire junction. In particular, the model allows us to introduce a

far-�eld maximum observed in the experiment, blue-detuned from the

TMD exciton frequency, that we link to the strong radiation losses ex-

perienced by the surface plasmon waves that scatter at the nanowire

edges, microns away from the region of electron tunnelling. By construc-

tion, this maximum is absent in the numerical simulations, where the

lateral boundary conditions prevent any power radiation in the vertical

direction originated from propagating surface plasmons. In our model,

we have included two optical modes, and the exciton transition. The

Hamiltonian that describes the interaction and pumping of the system

is given by, Ĥ = Ĥ0 + Ĥpump, with

Ĥ0 = ℏω1 â
†
1â1 + ℏωσ σ̂

†σ̂ + ℏg(â†1σ̂ + â1σ̂
†) + ℏω2 â

†
2â2, (D.1)

Ĥpump = ℏν1 (â†1 + â1) + ℏν2 (â†2 + â2), (D.2)

where â1 is the bosonic annihilation operator for the optical mode around

1.8 eV that our COMSOL simulations reproduce, the one responsible

for the coupling to the exciton (where σ̂ is the excitonic annihilation

operator). Both are coupled through a Jaynes-Cummings term with

strength g. On the other hand, â2 is the annihilation operator for the
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exciton-decoupled, blue-detuned mode observed in the experiments. The

electron static-like current couples to both optical modes, and not the

TMD excitons, with relative strengths given by νi. Assuming that the

pumping is small, and in order to account for optical and excitonic

radiative decay [41], we build an e�ective non-hermitian Hamiltonian of

the form

Ĥeff = Ĥpump + ℏΩ1 â
†
1â1 + ℏΩσ σ̂

†σ̂ + ℏg(â†1σ̂ + â1σ̂
†) + ℏΩ2 â

†
2â2,

(D.3)

where Ωi = ωi − iγi/2 and, in the same fashion, Ωσ = ωσ − iγσ/2.

Note that the γ's are the radiative decay rates of the di�erent elements

of the system. We can diagonalize the terms that couple the optical

mode â1 and the exciton σ̂ above. These give rise to the polaritons

observed experimentally. The polaritonic Hamiltonian is then given by

Ĥpol = ℏΩ1â
†
1â1 + ℏΩσσ̂

†σ̂ + ℏg(â†1σ̂ + â1σ̂
†), and is diagonalized as

Ĥpol |N,±⟩ = ℏΩ±(N) |N,±⟩, with Ω±(N) = NΩ1 −∆±
√

∆2 +Ng2,

and

|N,±⟩ = g
√
N |N, g⟩+ (∆∓

√
∆2 +Ng2) |N − 1, e⟩√

Ng2 +
∣∣∣∆∓

√
∆2 +Ng2

∣∣∣2
≡ A± |N, g⟩+B± |N − 1, e⟩ , (D.4)

where ∆ = (Ω1 − Ωσ)/2, and |g⟩ and |e⟩ correspond, respectively, to

the ground and excited state of the exciton, and |N⟩ is the number of

photons in mode â1. Then, one can treat the pump term using �rst-

order perturbation theory [273], and �nd the perturbed ground state of

the system, which turns out to be

∣∣0′〉 ≈ |0, g⟩ ⊗
[
|0⟩2 −

ν2
Ω∗
2

|1⟩2
]
− ν1

[
A∗

+

Ω∗
+

|1,+⟩+
A∗

−
Ω∗
−
|1,−⟩

]
⊗ |0⟩2 .

(D.5)
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Once this perturbed ground state is known, we can compute the power

spectrum (under weak-pumping), given by [274]

I(ω) = Re

(
lim
T→∞

1

2πT

∫ T/2

−T/2
dt

∫ ∞

−∞
dτ
〈
0′
∣∣ξ̂†(t)ξ̂(t− τ)

∣∣0′〉 e−iωτ

)
,

(D.6)

where ξ̂i = µ⃗iâi, with µ⃗i being the e�ective dipole moment of the optical

modes. We assume that detected emission mainly comes from the optical

modes, and since the pumping is incoherent, we consider separately the

intensity emitted by each optical mode (thus neglecting cross-correlation

terms). The lineshapes for both modes are therefore

I1(ω) =
|ν1µ1|2

2π

∣∣∣∣A2
+

Ω+

∣∣∣∣2 |Γ+|
(ω − ω+)2 + Γ2

+

+
|ν1µ1|2

2π

∣∣∣∣A2
−

Ω−

∣∣∣∣2 |Γ−|
(ω − ω−)2 + Γ2

−
, (D.7)

I2(ω) =
|ν2µ2|2

2π

∣∣∣∣ 1Ω2

∣∣∣∣2 |Γ2|
(ω − ω2)2 + Γ2

2

, (D.8)

where ωi =Re(Ωi), and Γi =Im(Ωi). Finally, the measured intensity

is given by the projection of the far �eld amplitude over the polarizer,

which can be calculated as

IT (ω) = I1(ω) cos
2(ϕ− ϕ1) + I2(ω) cos

2(ϕ− ϕ2), (D.9)

where ϕ is the polarizer angle and ϕi is the orientation of the dipole

moment of mode i. We set the parameters of the TMD exciton and

�rst cavity mode to the values obtained from our numerical simulations:

ϕ1 = 45◦, ω1 = 1.75 eV, γ1 = 2Γ1 = 90 meV, g=35 meV, ωσ = 1.75

eV, γσ = 10 meV. For the second cavity mode, we take ω2 = 1.81 eV,

γ2 = 2Γ2 = 140 meV, and ϕ2 as described in the main text of the

thesis and in the caption of Fig. 3.13. The other free parameter is the

ratio f = |ν2µ2/ν1µ1|2, which weights how much more (or less) the two

di�erent cavity modes get excited in the near �eld by the tunneling

current (ν2/ν1), and how relatively bright they are (µ2/µ1). These two

mechanisms are indistinguishable from the far �eld. We know from
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experimental data that the â2 mode is brighter, so we have set f = 3,

with which we produce the results shown in the thesis.



E

217

Appendix E

MQED for nanophotonics

E.1 Outline of the hamiltonian derivation

In this section, we give an overview of the way the Hamiltonian of the

system has been postulated. For a more detailed description of the

followed procedure we refer the reader to the corresponding sections

of this appendix. The starting point is a macroscopic QED (mQED)

Hamiltonian [28, 321] describing EM �elds in a minimal coupling scheme

and a term that describes a collection of arbitrary electronic eigenstates:

Ĥ =

∫∫
dr dω ℏωf̂ †(r, ω)f̂(r, ω) +

∑
i

Eiĉ
†
i ĉi +

e

m
p̂ · Â, (E.1)

where f̂(r, ω) are the usual bosonic operators representing the �elds cre-

ated by an in�nitesimal dipole moment, ĉi is the annihilation operator

of an electron in an eigenstate described by the wavefunction ϕi(r), p̂ is

the momentum operator of the charged particles and Â is the vector po-

tential operator, which can be written in terms of the f̂(r, ω) operators

as

Â(r) = −i
∫

dω

ω

∫
dr′
[
G(r, r′, ω) · f̂(r′, ω)− f̂ †(r′, ω) ·G†(r, r′, ω)

]
,

(E.2)

where G is the Dyadic Green's Function. We can also write the mo-

mentum operator in terms of the basis of electronic eigenfunctions, {ϕi}
as

p̂(r) = −iℏ
∑
i,j

ĉ†i ĉjϕ
∗
i (r)∇ϕj(r), (E.3)
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which motivates de�ning a dipole moment density dij(r) ≡ ϕ∗i (r)∇ϕj(r),
and an operator describing the electronic jump between eigenstates ϕj →
ϕi as σ̂ij = ĉ†i ĉj . The Hamiltonian above only contains direct couplings

between electronic transitions and EM �elds, and as such, all the inter-

actions between di�erent electronic transitions appear as second order

processes. In this appendix, we will obtain an e�ective Hamiltonian that

describes the direct interaction of these electronic transitions mediated

by the EM environment following a procedure similar to that of Ref. [39].

The core idea of the derivation is that one may split the total EM re-

sponse, codi�ed in the Dyadic Green's Function, G, into the part that is

resonant with the electronic transitions,G(R), and the non-resonant part

to which electronic transitions are only weakly coupled and thus acts as

a background, G(NR). Therefore one has that G = G(R) +G(NR), and

consequently, the vector potential will also be written in this manner as

Â = Â(R) + Â(NR). We then �nd that the dynamics of the system can

be described by an e�ective Hamiltonian

Ĥeff =

∫∫
dr dω ℏωf̂ †(r, ω)f̂(r, ω) +

∑
i

(Ei − ℏδi) ĉ†i ĉi

+
e

m
p̂ · Â(R) − ℏ

∑
i,j

k,l ̸=i,j

gm−m
ij,kl σ̂ij σ̂

†
kl (E.4)

where only the resonant part of the �elds remains in the light-matter

interaction term, as the non-resonant background has given rise to the

direct matter-matter interaction term. The expressions for the Lamb-

shift, δi and coupling between electronic transitions gm−m
ij,kl are given by

gm−m
ij,kl =

e2ℏµ0
2m2

∫∫
dr dr′ dij(r) · Re

{
G(NR)(r, r′,Ω)

}
· d∗

kl(r
′),

(E.5)

δi =
∑
j

gm−m
ij,ij . (E.6)

One of the assumptions needed for the above expression to hold is that

the energy di�erence associated with transitions i → j and k → l are

similar so that Ω = ωij ≈ ωkl. This e�ective Hamiltonian also holds in
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the case that the Dyadic Green's Function varies su�ciently smoothly

over the frequency range of interest. Note that since d∗
ij = −dji, and

the dyadic is symmetric with respect to index exchange, it can be shown

that this coupling satis�es: gm−m
ij,kl = (gm−m

kl,ij )∗ and gm−m
ij,kl = gm−m

lk,ji .

Once that a direct, �eld-mediated, coupling between electronic trans-

itions has been derived from the non-resonant EM background, we pro-

ceed to de�ne new bosonic operators describing the EM �eld in the

spirit of the emitter-centered modes, as described in [321]. This is done

in Section E.2.2, and the �nal Hamiltonian reads

Ĥeff =
∑
ij

∫
dω ℏω â†ij(ω)âij(ω) +

∑
i

(Ei − ℏδi) ĉ†i ĉi

+ℏ
∑
ij

∫
dω gl−m

ij (ω)
[
âij(ω) + âji(ω)

†
]
σ̂ij

−ℏ
∑
i,j
k,l

gm−m
ij,kl σ̂ij σ̂

†
kl, (E.7)

where the new set of bosonic operators âij is de�ned as

âij(ω) =
−e

mωgl−m
ij (ω)

∫∫
dr dr′ dij(r) ·G(R)(r, r′, ω) · f̂(r′, ω), (E.8)

and satisfy the canonical conmutation relation of bosonic operators by

construction: [âij(ω), â
†
ij(ω)] = 1, which leads to the following expres-

sion for the couplings

gl−m
ij (ω) =

e

m

√
ℏµ0
π

√∫∫
dr dr′ dij(r) · Im

{
G(R)(r, r′, ω)

}
· d∗

ij(r
′).

(E.9)

We remark that until this point, no knowledge about the particular

electronic transitions under study have been assumed, and therefore this

treatment can be applied to a wide variety of systems beyond the present

one. In Section E.3, we �nd that the current densities, d⃗ij(r), associated

to transitions in dipolar QE and free electrons propagating along the ẑ

axis, which are the central part of our studies in this thesis, are given
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by:

dQE
ij (r) = −mωij

eℏ
µijδ

3(r − r0), (E.10)

de
ij(r) = ik0

δ2(r − r⊥)

L
ei(kj−ki)z ẑ, (E.11)

where µij = −e ⟨j| r̂ |i⟩ is the usual transition dipole moment, k0 =

mv0/ℏ is the initial momentum of the incoming electron and L is the

length of a �ctitious box used to quantise the momentum values of the

electron. We have also introduced r0 as the location of the dipolar

QE and r⊥,0 for the location of the free electron on the x − y plane.

To obtain the light-matter interaction coupling strengths, we derive the

Dyadic Green's Function for a metallic sphere in Section E.4, and noting

that it can be written as G(R)(r, r′, ω) ≈ G(r, r′, ωC)δ(ω − ωC), where

ωC is the resonance frequency of the cavity, the coupling strength and

interaction Hamiltonian for dipolar QE interacting with a single cavity

mode are given by:

Ĥc−QE
I =ℏgc−QE

[
σ̂â† + σ̂†â

]
, (E.12)

gc−QE =
ωQE

ℏ

√
ℏµ0
π

µ · Im
{
G(r0, r0, ωc)

}
· µ∗. (E.13)

The spherical nanoparticle supports three degenerate dipolar modes that

can be considered to be oriented along the x̂, ŷ and ẑ axis respectively.

The coupling between a QE, placed along the x̂ axis to each of these

degenerate modes is given in Equation (E.68). In the case we are consid-

ering, with the dipole moment of the QE's transition oriented along the

x̂ axis, then only the coupling to the x̂-mode of the cavity is non-zero

and is given by:

gc−QE
x =

ωQE

3

√√√√π

2

(
R

bc−QE

)3 1

ℏωc

µ2QE

ϵ0 b3c−QE

.
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On the other hand, the Hamiltonian describing the coupling between

free electrons and the cavity is given by

Ĥe−c
I = ℏ

∑
q

ge−c
q b̂q

(
â† − â

)
sign(q), (E.14)

ge−c
q =

ek0
mL

√
ℏµ0
π

∫∫
dz dz′ , Im

{
ẑ · G(r, r′, ωc) · ẑ

}
eiq(z−z′), (E.15)

where for compactess we have de�ned r = [r⊥,0, z] and r′ = [r⊥,0, z
′].

Introducing the GF of the cavity we �nd that the free-electron-cavity

couplings can be written as

ge−c
q,x =

eℏk0
3mL

|q|2K1(|qbe−c|)

√
1

ϵ0ℏωc

πR3

2
, (E.16)

ge−c
q,y = 0, (E.17)

ge−c
q,z =

eℏk0
3mL

|q|2K0(|qbe−c|)

√
1

ϵ0ℏωc

πR3

2
, (E.18)

which shows that the ŷ dipolar mode of the cavity is decoupled from the

electron and QE and therefore remains outside of the dynamics, while

the x̂ mode couples to free-electron and QE and the ẑ mode couples only

to the free electron.

Finally, the interaction between the free electron and dipolar trans-

ition inside the QE can be described through the matter-matter interac-

tion term in the mQED Hamiltonian. Upon introducing the particular

de�nition of the current densities associated to both transitions, the

interaction Hamiltonian and coupling strength are given by:

Ĥe−QE
I = −ℏ

∑
q

ge−QE
q

[
σ̂ − σ̂†

]
b̂q, (E.19)

ge−QE
q = ik0

eµ0ωQE

mL

∫
dz′ µ · Re

{
G(NR)

(
r0, r

′, |ωQE |
)}

· ẑeiqz′ .

(E.20)

As the non-resonant EM background, we assume that the QE-free elec-

tron interaction will be mediated by the free-space GF. Upon integra-

tion, the coupling for an arbitrary dipole orientation is given by Equation
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(E.64). Particularizing for a QE oriented along the x̂ direction yields a

coupling strength:

ge−QE
q = − e k0 |q|2

2πmLϵ0ωQE
µQEsign(qbe−QE)K1(|qbe−QE |) (E.21)

Putting all these interaction terms together, and introducing the ener-

gies for the bare optical modes ℏωcâ
†
xâx, ℏωcâ

†
zâz, electronic eigenstates∑

iEiĉ
†
i ĉi and bare QE energies ℏωQE σ̂

†σ̂ we have the complete Hamilto-

nian from the main text.

To end this section, we remark that the interaction between a free

electron and optical cavity and QE have been studied before (mostly

as separate processes, but recently also in conjunction [318]), and their

coupling parametrized. However, in this work we have managed to unify

their description in terms of the common starting framework of mQED.

This ensures proper normalization of optical modes in arbitrary EM

environments, and therefore, physically meaningful coupling stregths,

even in situations in which the EM environment only serves as a non-

resonant background. This work paves the way for exploring quantum

phenomena in �eld mediated interactions between arbitrary electronic

transitions, and in general light matter interaction phenomena beyond

the dipolar approximation of quantum emitters.

E.2 General light matter interaction Hamilto-

nian for arbitrary electronic transitions

E.2.1 Matter-matter interaction through light

From a minimal coupling scheme within a mQED formalism, one is able

to describe the coupling between electronic transitions and �eld photons.

This in particular means that the �eld-mediated interactions between

electronic transitions become a second order process. In what follows,

we derive an e�ective Hamiltonian, in which the �eld mediated inter-

action between di�erent electronic transitions is treated as a �rst order

term. For that, we split the EM response of a given system into a part
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that behaves resonantly with the matter transitions, G(R), and other

that acts as a non-resonant background to which the matter transitions

weakly coupled, G(NR). Therefore one has that G = G(R) +G(NR). To

perform this separation, we follow the same strategy as Ref. [39], but

generalise the formalism for an arbitrarily big set of electronic states.

Most of the algebra done here mirrors that of said reference, and we

refer the reader there for additional indications on how to perform the

derivation. We start from the Hamiltonian in a minimal coupling scheme

[28], by adapting the Coulomb gauge and neglecting the ponderomotive

interaction term of the �eld, the minimal coupling Hamiltonian can be

written as:

Ĥ =

∫∫
dr dω ℏωf̂ †(r, ω)f̂(r, ω) +

p̂2

2m
+ V (r) +

e

m
p̂ · Â
(E.22)

where we see the terms corresponding respectively to the �eld Hamilto-

nian (ĤF ), a term for the electronic eigenstates (Ĥe), and the coupling

term (Ĥe,F ). We have introduced the f̂ operators, as de�ned in [28],

which act as elemental �eld excitations, and follow bosonic conmutation

relations:

[f̂(r, ω), [f̂(r′, ω′)] = [f̂ †(r, ω), [f̂ †(r′, ω′)] = 0, (E.23)

[f̂(r, ω), [f̂ †(r′, ω′)] = δ(r − r′)δ(ω − ω′). (E.24)

Through the electronic Hamiltonian, we obtain the electronic wavefunc-

tions that ful�ll Ĥeϕi = Eiϕi, and use these as a basis for the electronic

states. As such we can write the electronic term as

Ĥe =
∑
i

ĉ†i ĉiEi, (E.25)

where ĉi is the annihilation operator of the state ϕi. In the same way,

we may introduce these wavefunctions to describe the momentum of the

electrons as

p̂(r) = −iℏ
∑
i,j

ĉ†i ĉjϕ
∗
i (r)∇ϕj(r), (E.26)
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which motivates de�ning a dipole moment density dij(r) ≡ ϕ∗i (r)∇ϕj(r),
and an operator describing the electronic jump between eigenstates ϕj →
ϕi as σ̂ij = ĉ†i ĉj . Therefore, the light-matter interaction term may be

written as

p̂·Â = −iℏ
∑
i,j

σ̂ij

∫
dr dij(r) · Â(r) =

=
−iℏ
2

∑
i,j

[
σ̂ij

(∫
dr dij(r) · Â(r)

)
−
(∫

dr Â(r) · d∗
ij(r)

)
σ̂†ij

]
(E.27)

where we have expressed the interaction term in a manifestly hermitian

way. Note that the main di�erence between this work and reference [39]

is that we are allowing for arbitrary electronic transitions mediated by

photons to take place, which leads to the natural apparition of these

extended transition dipole densities dij(r). This adds complexity in the

expressions, but the spirit of the derivation remains unchanged. We now

turn to express the vector potential as a function of the f̂ operators as:

Â(r) = −i
∫

dω

ω

∫
dr′
[
G(r, r′, ω) · f̂(r′, ω)− f̂ †(r′, ω) ·G†(r, r′, ω)

]
(E.28)

Plugging this into the previous equation and making the aforementioned

substitutions leads to

p̂ · Â =
−ℏ
2

∑
i,j

∫∫∫
dr dr′

dω

ω

[
σ̂ij dij(r) ·G(r, r′, ω) · f̂(r′, ω)+

−σ̂ij f̂ †(r′, ω) ·G†(r, r′, ω) · dij(r)

−d∗
ij(r) ·G(r, r′, ω) · f̂(r′, ω) σ̂†ij

+f̂ †(r′, ω) ·G†(r, r′, ω) · d∗
ij(r) σ̂

†
ij

]
(E.29)

In order to obtain direct interaction terms between the di�erent elec-

tronic transitions, it is necessary to obtain the dynamics of the f̂ oper-

ators in terms of the electronic transition operators. The time evolution
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of any operator in the Heisenberg picture is given by ˙̂
O(t) = − i

ℏ [Ô(t), Ĥ].

In particular, it is useful to split the complete Hamiltonian into the �eld

+ electronic system Hamiltonian, Ĥs, and the interaction Hamiltonian

ĤI = e p̂ · Â/m. This way the evolution of Ô is given by:

˙̂
O(t) = − i

ℏ
[Ô(t), Ĥs] + i

e

2m

∑
i,j

∫∫∫
dr dr′

dω

ω
×[

[Ô, σ̂ij ]

(
dij(r) ·G(r, r′, ω) · f̂(r′, ω)

− f̂ †(r′.ω) ·G†(r, r′, ω) · dij(r)

)

−

(
d∗
ij(r) ·G(r, r′, ω) · f̂(r′, ω)

− f̂ †(r′.ω) ·G†(r, r′, ω) · d∗
ij(r)

)
[Ô, σ̂†ij ]

]
(E.30)

In particular, the time evolution of the fundamental �eld operators f̂

reads:

˙̂
f(r′, ω′, t) =− iω′f̂(r′, ω′, t)

+
ie

2mω′

∑
i,j

∫
dr

[
G†(r, r′, ω′) · d∗

ij(r) σ̂
†
ij − σ̂ij G

†(r, r′, ω′) · dij(r)

]

Where we have used that
[
f̂(r′, ω′, t), f̂ †(r, ω, t)

]
= δ(ω − ω′)δ(r − r′)

and Equation (E.29). Solving this equation formally we �nd

f̂(r′, ω, t) = f̂ free(r′, ω, t)− i
e

2mω

∑
k,l

×

{∫∫ t

0
dt′ dr′′

[
σ̂kl(t

′)G†(r′′, r′, ω) · dkl(r
′′)

−G†(r′′, r′, ω) · d∗
kl(r

′′) σ̂†kl(t
′)

]
e−iω(t−t′)

}
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plugging this back into Equation (E.30), expanding the product and

making use of the identity
∫
dsG(r, s, ω)·G†(r′′, s, ω) = ℏµ0

π ω2Im(G(r, r′′, ω))

[28], the equation of motion for Ô reads

˙̂
O(t) = − i

ℏ
[Ô(t), Ĥs] + i

e2

4m2

ℏµ0
π

∑
i,j
k,l

∫ t

0
dt′
∫∫∫

dr dr′′ dω×

[
− i[Ô, σ̂ij ]σ̂kl(t

′)dij(r) · Im
{
G(r, r′′, ω)

}
· dkl(r

′′)e−iω(t−t′)

+ i[Ô, σ̂ij ]σ̂
†
kl(t

′)dij(r) · Im
{
G(r, r′′, ω)

}
· d∗

kl(r
′′) e−iω(t−t′)

− i[Ô, σ̂ij ]σ̂
†
kl(t

′)d∗
kl(r

′′) · Im
{
G(r′′, r, ω)

}
· dij(r)e

iω(t−t′)

+ i[Ô, σ̂ij ]σ̂kl(t
′)dkl(r

′′) · Im
{
G(r′′, r, ω)

}
· dij(r)e

iω(t−t′)

+ id∗
ij(r) · Im

{
G(r, r′′, ω)

}
· dkl(r

′′)σ̂kl(t
′)[Ô, σ̂†ij ]e

−iω(t−t′)

− id∗
ij(r) · Im

{
G(r, r′′, ω)

}
· d∗

kl(r
′′) σ̂†kl(t

′)[Ô, σ̂†ij ]e
−iω(t−t′)

+ id∗
kl(r

′′) · Im
{
G(r′′, r, ω)

}
· d∗

ij(r)σ̂
†
kl(t

′)[Ô, σ̂†ij ]e
iω(t−t′)

− idkl(r
′′)Im

{
G(r′′, r, ω)

}
· d∗

ij(r) σ̂kl(t
′)[Ô, σ̂†ij ]e

iω(t−t′)

]

Now we introduce a coarse-graining Markov approximation, by express-

ing the time dependency of the ladder operators by the natural fre-

quency of the shifted eigenenergies1: σ̂ij(t′) ≈ ˜̂σij(t)e
−iωijt

′
. This in turn

means that ˜̂σij(t) = σ̂ij(t)e
iωijt, and therefore σ̂ij(t′) ≈ σ̂ij(t)e

iωij(t−t′).

Then we make the substitution
∫
dt′ eiΩ(t−t′) → ξ(Ω), where ξ(x) =

πδ(x) + iP (1/x) by virtue of the Sokhotski-Plemejl theorem, where P
denotes the principal value. These two terms of the integral represent the

resonant (the δ function) and the non resonant (the principal value) part

of the interaction. As indicated above, we assume that the �eld-mediated

interaction between the two electronic transitions is happening through

the non-resonant electromagnetic environment, and therefore only con-

sider the principal value contribution. In this situation ξ(−x) = ξ∗(x),

1Solving a Heisemberg equation for the time evolution of these ladder operators
one can see that ωij = ωj − ωi. Thus depending on the initial and �nal states of the
transition these frequencies may positive or negative.
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and the time evolution of Ô reads:

˙̂
O(t) = − i

ℏ
[Ô(t), Ĥs] + i

e2

4m2

ℏµ0
π

∑
i,j
k,l

∫∫∫
dr dr′′ dω×

[
− i[Ô, σij ]σkldij(r) · Im

{
G(r, r′′, ω)

}
· dkl(r

′′)ξ(−(ω − ωkl))

+ i[Ô, σij ]σ
†
kldij(r) · Im

{
G(r, r′′, ω)

}
· d∗

kl(r
′′) ξ(−(ω + ωkl))

− i[Ô, σij ]σ̂
†
kl d

∗
kl(r

′′) · Im
{
G(r′′, r, ω)

}
· dij(r)ξ(ω − ωkl)

+ i[Ô, σij ]σkldkl(r
′′) · Im

{
G(r′′, r, ω)

}
· dij(r)ξ(ω + ωkl)

+ id∗
ij(r) · Im

{
G(r, r′′, ω)

}
· dkl(r

′′)σkl[Ô, σ̂
†
ij ]ξ(−(ω − ωkl))

− id∗
ij(r) · Im

{
G(r, r′′, ω)

}
· d∗

kl(r
′′)σ†kl[Ô, σ̂

†
ij ]ξ(−(ω + ωkl))

+ id∗
kl(r

′′) · Im
{
G(r′′, r, ω)

}
· d∗

ij(r)σ̂
†
kl[Ô, σ̂

†
ij ]ξ(ω − ωkl)

− idkl(r
′′)Im

{
G(r′′, r, ω)

}
· d∗ij(r)σkl[Ô, σ̂

†
ij]ξ(ω + ωkl)

]

In analogy with the classical de�nition of a probability current, we can

de�ne Jij(r) ≡ i[dij(r) − d∗
ji(r)], and ∆ij(r) ≡ i[dij(r) + d∗

ji(r)],

where Jij(r) = J∗
ji(r) and ∆ij(r) = −∆∗

ji(r). Using σ̂kl = σ̂†lk, and

ωlk = −ωkl, allows to rewrite the previous Heisenberg equation in a

more compact form

˙̂
O(t) = − i

ℏ
[Ô(t), Ĥs] +

i

ℏ
e2

4m2

ℏ2µ0
π

π
∑
i,j
k,l

∫∫
dr dr′′×

[
[Ô, σ̂ij ]σ̂kl(i)dij(r) · Re

{
G(r, r′′, ωkl)

}
· Jkl(r

′′)

(−i)d∗
ji(r) · Re

{
G(r, r′′, ωkl)

}
· Jkl(r

′′)σ̂kl[Ô, σ̂ij ]

]
.

Where the integrals involving the imaginary part of the system's Dyadic

Green's Function have been evaluated by the use of Kramers-Krönig

relations as follows:

P
∫ ∞

0
dω

Im {G(s, t, ω)}
ω ± ω0

=
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= P
∫ ∞

−∞
dω

Im {G(s, t, ω)}
ω ± ω0

− P
∫ 0

−∞
dω

Im {G(s, t, ω)}
ω ± ω0

=

= πRe {G(s, t,∓ω0)} − P
∫ ∞

0
dω

Im {G(s, t, ω)}
ω ∓ ω0

.

To arrive at the �nal result, we use the property of the Green's Function

G∗(s, t, ω) = G(s, t,−ω∗). We now de�ne several quantities:

fij,kl ≡
1

2

∫∫
dr dr′′ Jij(r) · Re

{
G(r, r′′, ωkl)

}
· Jkl(r

′′),

hij,kl ≡
1

2

∫∫
dr dr′′∆ij(r) · Re

{
G(r, r′′, ωkl)

}
· Jkl(r

′′),

f ij,kl =
fij,kl + fkl,ij

2
,

δfij,kl =
fij,kl − fkl,ij

2
,

hij,kl =
hij,kl + hkl,ij

2
,

δhij,kl =
hij,kl − hkl,ij

2
.

If we assume that the two electronic transitions interacting ful�l ωkl ≈
ωij , then these read

f ij,kl ≈
1

2

∫∫
dr dr′′ Jij(r) · Re

{
G(r, r′′, ωkl)

}
· Jkl(r

′′),

δfij,kl ≈0,

hij,kl =
1

2

∫∫
dr dr′′ d∗

ji(r) · Re
{
G(r, r′′, ωkl)

}
· d∗

lk(r
′′)

− 1

2

∫∫
dr dr′′ dij(r) · Re

{
G(r, r′′, ωkl)

}
· dkl(r

′′),

δhij,kl =
1

2

∫∫
dr dr′′ dij(r) · Re

{
G(r, r′′, ωkl)

}
· d∗

lk(r
′′)

− 1

2

∫∫
dr dr′′ d∗

ji(r) · Re
{
G(r, r′′, ωkl)

}
· dkl(r

′′).

Using these expressions, one can rewrite the Heisenberg equation as

˙̂
O(t) =− i

ℏ
[Ô(t), Ĥs]+
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+
i

ℏ
e2ℏ2µ0
4m2

∑
i,j
k,l

[Ô, σ̂ij σ̂kl]
(
f ij,kl + δhij,kl

)

+
i

ℏ
e2ℏ2µ0
4m2

∑
i,j
k,l

({
Ô, σ̂ij σ̂kl

}
− 2σ̂ijÔσ̂kl

)
hij,kl. (E.31)

In this equation we recognize two terms of di�erent natures: the �rst

one is hermitian, and captures a coherent coupling between the two

electronic transitions mediated by the EM �elds. The second term has a

Lindblad-like form, and describes the dissipative coupling between these

two transitions. The expression can be further simplifyied by noting

that δhkl,ij = −δhij,kl. If transitions i → j and k → l take place

between eigenstates of di�erent electronic subsystems, or more generally,

if [σ̂ij , σ̂kl] = 0, then the terms δhkl,ij will cancel out, which leads the

�nal Heisenberg equation to be written as:

˙̂
O(t) =− i

ℏ
[Ô(t), Ĥs]+

+
i

ℏ
e2ℏ2µ0
4m2

∑
i,j
k,l

[Ô, σ̂ij σ̂kl]f ij,kl

+
i

ℏ
e2ℏ2µ0
4m2

∑
i,j
k,l

({
Ô, σ̂ij σ̂kl

}
− 2σ̂ijÔσ̂kl

)
hij,kl. (E.32)

Therefore, the �eld-mediated coherent coupling between two electronic

transitions is parametrized by the quantity f ij,kl, which has the form of

the power dissipated by two classical electrical currents, where in the

expression, the transition probability currents of the involved electronic

transitions play the role of these electrical currents. Furthermore, if

the transitions under consideration are such that ful�l dij = −d∗
ji, then

Eq. (E.32) can be majorly simpli�ed2, as then δhij,kl = 0 and hij,kl = 0,

and therefore the dynamics of the �eld mediated electronic interaction

will be described by an e�ective Hamiltonian ˙̂
O(t) = − i

ℏ [Ô(t), Ĥeff ]

2Transitions between localized eigenstates and and the free electron eigenstates
we use in calculations down the line both ful�l this condition.
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where the Hamiltonian is de�ned as:

Ĥeff = Ĥs −
∑
ij

ℏgm−m
ij,ij ĉ†i ĉi −

∑
i,j

k,l ̸=i,j

ℏgm−m
ij,kl σ̂ij σ̂

†
kl (E.33)

gm−m
ij,kl =

e2ℏµ0
2m2

∫∫
dr dr′ dij(r) · Re

{
G(NR)

(
r, r′,

|ωkl|+ |ωij |
2

)}
· d∗

kl(r
′),

(E.34)

where we have introduced an e�ective matter-matter coupling strength

gm−m
ij,kl , and explicitely indicated that the Dyadic Green's Function that

mediates this interaction corresponds to the non-resonant part. As pre-

viously indicated, the sign of ωij will depend on the particular initial and

�nal states (ωij = −ωji), and due to the symmetry of the Dyadic Green's

Function with respect to the sign of the frequency argument, we denote

the frequency dependence by using the absolute values. Note that in

Eq. (E.33) we distinguish between cases in which {kl} ≠ {ij}, and those

in which {kl} = {ij}. While the �rst summation terms describe this

coherent coupling between electronic transitions, the second kind renor-

malizes the energy of the electronic eigenstates with an energy shift given

by ℏδi =
∑

j g
m−m
ij,ij . From the de�nition of the coupling strength we see

that gm−m
ij,kl = gm−m

kl,ij
∗, and also, since dji = −d∗

ij , g
m−m
ji,lk = gm−m

ij,kl
∗. The

complete Hamiltonian then reads:

Ĥeff =

∫∫
dr dω ℏωf̂ †(r, ω)f̂(r, ω) +

∑
i

(Ei − ℏδi) ĉ†i ĉi

+
e

m
p̂ · Â(R) −

∑
i,j

k,l ̸=i,j

ℏ gm−m
ij,kl σ̂ij σ̂

†
kl (E.35)

The �rst two terms in Eq. (E.35) correspond to the energies of the

�eld and electronic states, while the second line describes the coupling

between the electronic states with the resonant component of the EM

environment, and among electronic transitions mediated by the non-

resonant component of the �elds3. On the next section, we will focus on

writing the light-matter coupling term of the Hamiltonian in a similar

fashion as we have done here.
3See the Sokhotski-Plemejl decomposition made in page 226.
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E.2.2 Light-matter interaction: Current centered modes

Next, our interest lies in �nding how to express the light matter coup-

lings in terms of generalized bosonic operators. For that we revisit the

resonant term in the minimal coupling in Equation E.29. Writing:

p̂ =− i
ℏ
2

∑
i,j

∫
dr
[
σ̂ij ϕ

∗
i (r)∇ϕj(r)− σ̂ji ϕi(r)∇ϕ∗j (r)

]
,

Â(r) =− i

∫
dω

ω

∫
dr′
[
G(r, r′, ω) · f̂(r′, ω)− f̂ †(r′.ω) ·G†(r, r′, ω)

]
,

The interaction Hamiltonian term looks like

HI =
e

m
p̂ · Â(R) =

= − eℏ
2m

∑
i,j

∫
dω

ω

{
σ̂ij

∫∫
dr dr′ dij(r) ·G(R)(r, r′, ω) · f̂(r′, ω)

+σ̂ji

∫∫
dr dr′ dji(r) ·G(R)(r, r′, ω) · f̂(r′, ω)

+σ̂ij

∫∫
dr dr′ f̂ †(r′, ω) ·

(
G(R)(r, r′, ω)

)†
· d∗

ji(r)

+σ̂ji

∫∫
dr dr′ f̂ †(r′, ω) ·

(
G(R)(r, r′, ω)

)†
· d∗

ij(r)

}
(E.36)

where to get the last term we have just exchanged the indices and used

that dji(r) = −d∗
ij(r). Following the spirit of emitter centered modes

[27, 321] we rewrite the Hamiltonian by de�ning a new set of bosonic

operators as

HI = ℏ
∑
i,j

∫
dω

[
gij(ω)σ̂ij âij(ω) + gji(ω)σ̂ji âji(ω)+

+g∗ij(ω)σ̂
†
ij â

†
ij(ω) + g∗ji(ω)σ̂

†
ji â

†
ji(ω)

]
(E.37)

âij(ω) =
−e

2mωgij(ω)

∫∫
dr dr′ dij(r) ·G(R)(r, r′, ω) · f̂(r′, ω) (E.38)



E

232 Appendix E. MQED for nanophotonics

From these expressions and the commutation properties of the f̂ operat-

ors, it can be shown that [âij , âkl] = 0. By using the commutation rela-

tions of the f̂ operators and the identity
∫
dsG(r, s, ω) ·G†(r′′, s, ω) =

ℏµ0

π ω2Im(G(r, r′′, ω)), the commutation relation for these new bosonic

operators is given by:

[âij(ω), â
†
kl(ω

′)] =

= δ(ω − ω′)
e2ℏµ0

4m2πgij(ω)g∗kl(ω)

∫∫
dr dr′′ dij(r) · Im

{
G(R)(r, r′′, ω)

}
· d∗

kl(r
′′)

In particular, by imposing [âij , â
†
ij ] ≡ 1, we �nd that the coupling

between the photon mode and the electronic transition is given by:

gij(ω) =
e

2m

√
ℏµ0
π

∫∫
dr dr′ dij(r) · Im

{
G(R)(r, r′, ω)

}
· d∗

ij(r
′)

(E.39)

This is the central result of this section. It shows that the coupling

strength between a given electronic transition and an optical mode can

be written in a form very similar to the coupling strength between a QE

and an optical mode, albeit replacing the puntual dipole moment by an

extended current distribution. Using the fact that the Dyadic Green's

Function function is a symmetric tensor, it can be seen that gij is a real

constant, and that gij = gji. This then allows to rewrite the general

commutator as

[âij(ω), â
†
kl(ω

′)] = δ(ω − ω′)
F kl
ij√

F ij
ij F

kl
kl

(E.40)

F cd
ab =

∫∫
dr dr′ dab(r) · Im

{
G(R)(r, r′, ω)

}
· d∗

cd(r
′) (E.41)

Although we will not tackle this problem here, the modes de�ned in

this manner are not orthogonal, since the conmutators for the modes

from di�erent transitions are non-zero. Some strategies have been pro-

posed to tackle this problem and generate a set of �eld operators that

do conmute among themselves [321]. We are particularly interested in
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systems in which the Green's Function is sharply peaked around a reson-

ant frequency: ωc. By writting the resonant part of the Dyadic Green's

Function as

G(R)(r, r′, ω) = G(r, r′, ωc)δ(ω − ωc), (E.42)

the interaction Hamiltonian in Eq. (E.37) can be written as a familiar

Rabi interaction Hamiltonian:

HI = ℏ
∑
i,j

gl−m
ij

[
σ̂ij

(
âij + â†ji

)
+ σ̂†ij

(
âji + â†ij

)]
(E.43)

âij =
−e

2mωgij

∫∫
dr dr′ dij(r) · G(r, r′, ωc) · f̂(r′, ωc) (E.44)

gl−m
ij =

e

2m

√
ℏµ0
π

∫∫
dr dr′ dij(r) · Im

{
G(r, r′, ωc)

}
· d∗

ij(r
′) (E.45)

Where we have now introduced a light-matter interaction strength de-

noted by gl−m
ij . Finally, the e�ective Hamiltonian of a system that in-

volves general electronic transitions interacting with a single mode �eld

can be written as

Ĥeff =
∑
ij

ℏωcâ
†
ij âij +

∑
i

Ẽiĉ
†
i ĉi

+ℏ
∑
i,j

gl−m
ij σ̂ij

(
âij + â†ji

)
−
∑
i,j

k,l ̸=i,j

ℏ gm−m
ij,kl σ̂ij σ̂

†
kl (E.46)

with

gl−m
ij =

e

m

√
ℏµ0
π

∫∫
dr dr′ dij(r) · Im

{
G(r, r′, ωc)

}
· d∗

ij(r
′) (E.47)

gm−m
ij,kl =

e2ℏµ0
2m2

∫∫
dr dr′ dij(r) · Re

{
G(NR)

(
r, r′,

|ωkl|+ |ωij |
2

)}
· d∗

kl(r
′)

(E.48)
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E.3 Electronic transitions of interest

One of the strengths of the above Hamiltonian is its applicability to a

wide variety of electronic transitions. One could study the coupling of

bloch electrons in materials, localised electronic transitions in molecules,

or bound electrons in material defects on equal footing, provided one is

capable of obtaining the initial and �nal electronic states involved in the

transition. In this section, we will apply the above formalism to derive

couplings for speci�c cases: localized dipolar electronic transitions and

also free electrons.

E.3.1 Localized transitions: dipolar quantum emitters

One of the most relevant applications of this framework is when dealing

with localised transitions. In this family we can include transitions in-

side quantum dots, molecules or defects in crystals. This is due to the

fact that regardless of the actual shape of the electronic states taking

place in the transition, the scale lengths associated with them is much

smaller than the scale in which the EM �elds change. As such, one could

assume that the Dyadic Green's Function is constant over the span of

the electronic wavefunctions of the quantum emitter (QE) and write:

dQE
ij (r) ≈ δ(r − r0)

∫
dr′ dij(r

′) = δ(r − r0)

∫
dr′ ϕ∗i (r

′)∇ϕj(r′) =

= δ(r − r0) ⟨i| ∇ |j⟩ = −δ(r − r0)
m

ℏ2
⟨i| [Ĥe, r̂] |j⟩ =

= −δ(r − r0)
m

eℏ
(ωj − ωi) ⟨i| − er̂ |j⟩ = −δ(r − r0)

mωij

eℏ
µij (E.49)

where in the end we have the energy di�erence between the initial and

�nal state given by ωij = ωj−ωi, and the usual transition dipole moment

given by µij = ⟨i| − er̂ |j⟩, where e is the electron charge. To arrive at

this expression we have used that, in general, the electronic Hamiltonian

will be written as Ĥe = V (r)+p̂2/2m and therefore [Ĥe, r̂] = −iℏp̂/m =

−ℏ2∇/m. Putting this transition current density into Eq. (E.47), we get

the very familiar expression for the coupling between a dipolar QE and
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an optical mode of a cavity:

gc−QE
ij =

|ωij |
ℏ

√
ℏµ0
π

µij · Im
{
G(r0, r0, ωc)

}
· µ∗

ij (E.50)

Since these couplings are real, gc−QE
ij = gc−QE

ji ≡ gc−QE . For the case of

a single QE, with eigenstates named by |g⟩ and |e⟩, for ground and ex-

cited state, the interaction between this QE and some EM environment

is given (from Eq. (E.46)) by:

Ĥc−QE
I =gc−QEℏ

[
σ̂ge

(
âge + â†eg

)
+ σ̂eg

(
âeg + â†ge

)]
≈ℏgc−QE

[
σ̂â†eg + σ̂†âeg

]
(E.51)

gc−QE =
ωQE

ℏ

√
ℏµ0
π

µ · Im
{
G(r0, r0, ωc)

}
· µ∗ (E.52)

where we have introduced the usual QE ladder operators given by σ̂ =

|g⟩⟨e|, de�ned the QE transition dipole moment as µ ≡ µge = ⟨g|−er̂ |e⟩,
and applied the rotating wave approximation to the cavity-QE coupling,

which leads to the interaction being written in terms of a single optical

mode.

E.3.2 Free electrons

We will approximate free electron states as momentum eigenstates in

the ẑ direction with some lateral distribution: ϕk(r) = g⊥(r⊥)e
ikkz/

√
L

where L is the length of a �ctitious box used to quantize the electron

momenta, and g⊥(r⊥) is a function describing the thin lateral pro�le of

the electron wavepacket. In principle we could say that

g⊥(r⊥) =

√
1

2πσ2
exp

{
−
(
|r⊥ − r0,⊥|

2σ

)2
}
,

which in the limit of small beam width behaves as a delta in the lateral

direction. For a transition between free states we then have:

dkl(r) = ϕ∗k∇ϕl =
1

σ


(x0−x)

2σ
(y0−y)

2σ

iklσ

 e−
|r⊥−r0,⊥|2

2σ2

2πσ2
ei(kl−kk)z

L
(E.53)
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limσ→0≈ ik0
δ2(r⊥ − r0,⊥)

L
ei(kl−kk)z ẑ, (E.54)

where we have approximated the free electron states as a punctual distri-

bution in a lateral direction and assumed that the electron's momentum

does not change much within the interaction, and therefore the initial

and �nal electron momentum are given approximately by the incident

electron's central momentum, k0. Of course this also means that we as-

sume that the electron wavepacket has a well de�ned central momentum.

Putting this into Eq. (E.47)

ge−c
kl =

ek0
mL

√
ℏµ0
π

∫∫
dz dz′ Im

{
ẑ · G(r, r′, ωc) · ẑ

}
ei(kl−kk)(z−z′),

(E.55)

where we have used r = [r⊥,0, z], and r′ = [r⊥,0, z
′]. For an electron

interacting with an arbitrary system, initially in the ground state, the

�rst order interaction term will give a probability for the electron to loose

a certain amount of momentum proportional to (ge−c
kl )2. It is then nice

to check that the classical EELS probability[151] indeed has the form

(ge−c
kl )2 if one makes the change kl−kk → ω/v0, with v0 being the initial

velocity of the electron, with this substitution being just the consequence

of energy conservation in the photon exchange between the optical modes

and the electron. The fact that we have related the coupling strength

to the classical EM Dyadic Green's Function through mQED allows to

apply this strategy to arbitrary optical modes and we have the certainty

that the normalization of the bosonic operators will be the right one by

construction, which implies that this coupling strength expressions are

physical.

Also note that the coupling strength above only depends on the

momentum of the electron through the momentum change over the in-

teraction. By writing kk ≡ k and q ≡ kl−kk one can see that the above

coupling strength can be parametrized just as ge−c
q . The same applies

to the optical modes de�ned in Eq. (E.44), albeit with the peculiar-

ity that since the cavity's Dyadic Green's Function is purely imaginary

at the resonance frequency (See Section E.4), then one can show from
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Eq. (E.44) that âq = −â−q. With this, the interaction term between a

free electron and an optical mode is given by

Ĥe−c
I = ℏ

∑
q

ge−c
q b̂q

(
â†−q − â−q

)
≈ ℏ

∑
q

ge−c
q b̂q

(
â†−q0 − â−q0

)
sign(q) (E.56)

âq =
−ik0e

2mωLgq

∫∫
dz dr′ iqz ẑ · G([r⊥,0, z], r

′, ωc) · f̂(r′, ωc) (E.57)

ge−c
q =

ek0
mL

√
ℏµ0
π

∫∫
dz dz′ Im

{
ẑ · G([r⊥,0, z], [r⊥,0, z′], ωc) · ẑ

}
eiq(z−z′)

(E.58)

Where we have approximated that the optical modes that the elec-

tron will interact with are given by those that exchange momentum

q0 = ωc/v0. Upon studying the interaction of an electron with an isol-

ated optical mode and enforcing energy conservation, this assertion can

be seen to be correct. When considering the interaction of an elec-

tron with a polaritonic system, the energy exchanges will di�er from

ωc, but since optical plamonic modes are highly spatially con�ned, their

reciprocal space content will be very wide momenta distribution, and

therefore, the error included by naming all the optical modes as â−q0 is

small.

In passing, note that the coupling strength above shows that a simple

matching condition between the optical modes and the momentum ex-

change allows to maximize the coupling strength: for an electron in-

teracting with an optical mode of frequency ωc, energy conservation

imposes q = ωc/v0. The coupling strength above involves a Fourier

transform of the associated �eld pro�les, and therefore, for constructive

interference one would want that the spatial frequency of the optical

modes matches that of exp(iqz). If we consider a guided mode inside

a waveguide, with guided momentum k = k0neff , where neff is the

e�ective refractive index of the guided mode, then we see that by mak-

ing k = q = ωc/v0 → v0 = c/neff , will lead to enhanced interaction

strength. This amounts to matching the phase velocity of the optical
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mode in the waveguide to that of the momentum exchange of the free

electron, just as done in [299].

E.3.3 Bound electron - free electron interaction

From Eq. (E.46), and having particularized the current densities for

transitions in dipolar QE and free electrons, the Hamiltonian describing

the free-electron bound electron interaction is given by:

Ĥe−QE
I = −2ℏ

∑
kl

[
ge−QE
ge,lk σ̂ + (ge−QE

ge,kl )∗ σ̂†
]
σkl,

where we have introduced the ladder operators of the QE given by σ̂ =

|g⟩⟨e|, and explicit expressions for both couplings in the last term are:

ge−QE
ge,lk = ik0

eµ0ωge

2mL

∫
dz′ µge · Re

{
G
(
rQE , r

′, ωge

)}
· ẑei(kl−kk)z

′
,

ge−QE
ge,kl = ik0

eµ0ωge

2mL

mωge

eℏ

∫
dz′ µge · Re

{
G
(
rQE , r

′, ωge

)}
· ẑe−i(kl−kk)z

′
,

where again, for compactness we have used r′ = [r0,⊥, z
′]. De�ning kk =

k and kl = kk + q, we see that the two couplings become independent of

k

ge−QE
q ≡ 2ge−QE

ge,lk = ik0
eµ0ωge

mL

∫
dz′ µge · Re

{
G
(
rQE , r

′, |ωge|
)}

· ẑeiqz′ ,

2ge−QE
ge,kl ≡ ge−QE

−q = −(ge−QE
q )∗,

which allows to parametrize the interaction Hamiltonian entirely in

terms of the momentum exchange between the free electron and the

QE: q. With this, the interaction Hamiltonian and coupling strengths

read

Ĥe−QE
I = −ℏ

∑
q

ge−QE
q

[
σ̂ − σ̂†

]
b̂q, (E.59)

ge−QE
q = ik0

eµ0ωQE

mL

∫
dz′ µ · Re

{
G(NR)

(
rQE , [r0,⊥, z

′], |ωQE |
)}

· ẑeiqz′ ,

Notice that the coupling between the QE and the passing electron de-

pends on the non-resonant componet of the Dyadic Green's Function. In
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our study, we will then asssume that the QE and free electron will inter-

act through free-space, and therefore, the non-resonant Dyadic Green's

Function corresponds to G(NR) = G0, the free-space Dyadic Green's

Function [12]. In the near �eld, it reads:

G0(r, r
′)

NF
≈ eikR

4πR

1

k2R2

[
−I + 3

RR

R2

]
.

where R = r − r′, R = |r| and rr denotes the outer product. To

calculate G(rQE , [r⊥, z],Ω), we have rQE = [xQE , 0, zQE ] re = [xQE +

be−QE , 0, z], so R = rQE − re = −[be−QE , 0, z − zQE ]. If we de�ne

û = R/R we then have

µ ·G0(rQE , [r⊥, z]) · ẑ =
e
ik
√

b2e−QE+(z−zQE)2

4π
√
b2e−QE + (z − zQE)2

−µ · ẑ + 3(µ · û)(û · ẑ)

k2
[
b2e−QE + (z − zQE)2

]
QS
≈ −(µ · ẑ)

4πk2
[
b2e−QE + (z − zQE)2

]3/2+
+

3(µ · x̂)be−QE(z − zQE)

4πk2
[
b2e−QE + (z − zQE)2

]5/2+
+

3(µ · ẑ)(z − zQE)
2

4πk2
[
b2e−QE + (z − zQE)2

]5/2 ,
Where we have used the quasi-static (QS) limit. So the coupling between

the free electron and the 2 level system is given by

ge−QE
q = ik0

eµ0ωQE

4πmLk2
eiqzQEµ

|be−QE |2
·
{[

2I2(qbe−QE)− I0(qbe−QE)
]
ẑ+

+
[
3 sign(be−QEq)I1(qbe−QE)

]
x̂
}
,

where we have de�ned the integrals

In(ϕ) =

∫ ∞

−∞
dz

zn

[1 + z2]5/2
ei|ϕ|z (E.60)
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which evaluate to

I0(ϕ) =
2

3
|ϕ|2K2(|ϕ|), (E.61)

I1(ϕ) =
2i

3
|ϕ|2K1(|ϕ|), (E.62)

I2(ϕ) =
2

3

[
|ϕ|K1(|ϕ|)− |ϕ|2K0(|ϕ|)

]
, (E.63)

I0(ϕ)− 2I2(ϕ) =2 |ϕ|2K0(|ϕ|).

where in the last line we have used the recurrence relation [81] of modi�ed

bessel functions to rewrite the expression in a more compact form. From

this, the interaction strength between the bound and free electron can

be written as:

ge−QE
q = −e k0 |q|

2 eiqzQE

2πmLϵ0ωQE
µ ·

sign(qbe−QE)K1(|qbe−QE |)
0

iK0(|qbe−QE |)

 . (E.64)

In agreement with previous calculations for the free electron - bound

electron interaction strength [310].

E.4 Quasi-static Dyadic Green's Function of a

Sphere

Here, we aim at obtaining a closed expression for the G(r, r′, ωc) tensor

in the Dyadic Green's Function decomposition for the optical mode sup-

ported by a spherical cavity:

G(r, r′, ω) = G0(r, r
′, ω) + G(r, r′)L(ω)

where G0(r, r
′, ω) is the vacuum Dyadic Green's Function and L(ω)

contains the frequency response of the sphere's contribution to the total

GF. To do this we solve Poisson equation in the geometry presented in

Fig. E.1 with the charge distribution of an electric dipole:

ρ(r′, ω) = −µ · ∇δ(r′ − rµ).
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Figure E.1: Sketch of the system under consideration with relevant
parameters.

We use that for r′ > r, we can expand

1

|r − r′|
=

∞∑
n=0

n∑
m=−n

4π

2n+ 1
Y m
n

∗(θ′, ϕ′)Y m
n (θ, ϕ)

rn

r′n+1 ,

which allows to express the potential created by the dipole as

ϕinc(r, ω) =
1

4πϵ0

∫
dr′

ρ(r′, ω)

|r − r′|
=

1

4πϵ0

∞∑
n=0

n∑
m=−n

4π

2n+ 1
Imn Y

m
n (θ, ϕ)rn,

with

Imn =

∫
dr′

ρ(r′, ω)

r′n+1 Y m
n

∗(θ′, ϕ′) = −∇′
(
Y m
n

∗(θ′, ϕ′)

r′n+1

)
· µ.

Now we can solve the scattering problem by expanding the potential on

the di�erent regions and matching spherical harmonics:

ϕI
m
n (r, ω) =ϕinc

m
n (r, ω) + ϕsc,I

m
n (r, ω) =

=
1

ϵ0

1

2n+ 1
Imn Y

m
n (θ, ϕ)rn +Am

n

Y m
n (θ, ϕ)

rn+1
,

ϕII
m
n (r, ω) =ϕsc,II

m
n (r, ω) = Bm

n Y
m
n (θ, ϕ)rn.
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Imposing continuity of the potential and the normal component of the

displacement �eld we �nd Am
n , and hence the scattered �eld

ϕsc,I
m
n (r, ω) = −

[
1

ϵ0

R2n+1

2n+ 1
Imn

ϵsph(ω)− 1

ϵsph(ω) +
n+1
n

]
Y m
n (θ, ϕ)

rn+1
.

Note that all the frequency dependence is contained within the per-

mittivity of the sphere. If we assume a Drude model for the sphere

ϵsph = 1−ω2
p/(ω(ω+ iγ)), then we can rewrite the permittivity quotient

as

ϵsph(ω)− 1

ϵsph(ω) +
n+1
n

=
− ω2

p

ω(ω+iγ)

2n+1
n − ω2

p

ω(ω+iγ)

=
−ω2

sp

ω(ω + iγ)− ω2
sp

,

where we have de�ned ωc = ωsp =
√
n/(2n+ 1)ωp, the generalized

Frölich poles. The above quotient has poles for ω = ±
√
ω2
sp − (γ/2)2 −

iγ/2, which in the limit of small losses tends to ωsp. This means that

within the good resonator approximation, the above quotient will be

only non-zero for a small region around ωsp. Expressing ω = ωsp + δ,

and expanding for small δ values we �nd:

ϵsph(ω)− 1

ϵsph(ω) +
n+1
n

=
−ω2

sp

(ωsp + δ)2 + iγ(ωsp + δ)− ω2
sp

≈ −1

2

ωsp

ω − ωsp + iγ2

=
−ωsp

2
L(ω, ωsp, γ),

which gives a lorentzian lineshape around every frölich pole, with L(ω, ωsp, γ) =

(ω−ωsp + iγ/2)−1. The scattered potential and corresponding �eld are

then

ϕsc,I
m
n (r, ω) =

1

2ϵ0

R2n+1

2n+ 1
ωspL(ω, ωsp, γ)

Y m
n (θ, ϕ)

rn+1
∇′
(
Y m
n

∗(θ′, ϕ′)

r′n+1

)
· µ,

Esc,I
m
n (r, ω) = − 1

2ϵ0

R2n+1

2n+ 1
ωspL(ω, ωsp, γ)∇

(
Y m
n (θ, ϕ)

rn+1

)
∇′
(
Y m
n

∗(θ′, ϕ′)

r′n+1

)
· µ.

By de�nition the Dyadic Green's Function ful�ls

Eµ =
ω2

c2ϵ0
G(r, r′, ω)) · µ,
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and therefore the contributions of all the di�erent spherical harmonics

to the Dyadic Green's Functions are:

Gm
n (r, r′, ω) = − c2

ω2

R2n+1L(ω, ωsp, γ)

2(2n+ 1)
ωsp∇

(
Y m
n (θ, ϕ)

rn+1

)
⊗∇′

(
Y m
n

∗(θ′, ϕ′)

r′n+1

)
.

In particular we are interested in the contributions given by the dipolar

mode of the nanoparticle, corresponding to l = 1. Setting l = 1 in-

mediately gives three possible values for m, which gives the expected

three-fold degeneracy of the dipolar mode. Instead of using the complex

formulation, we choose to work with the real-valued spherical harmonics,

given by

Yx =
1√
2

[
Y −1
1 − Y 1

1

]
=

1

2

√
π

3

x

r
,

Yy =
1i√
2

[
Y −1
1 + Y 1

1

]
=

1

2

√
π

3

y

r
,

Yz = Y 0
1 =

1

2

√
π

3

z

r
.

So the Dyadic Green's Functions can be expressed as

Gx,y,z(r, r
′, ω) = − c2

ω2

πR3

72
ωspL(ω, ωsp, γ)∇

(x, y, z
r3

)
⊗∇′

(
x′, y′, z′

r′3

)
.

To express this dyadic in the form of Eq. (E.42), it is enough to note that

in the limit of vanishing absorption limγ→0 L(ω, ωsp, γ) = −iπδ(ω−ωsp),

and that L(ωsp, ωsp, γ) = −2i/γ, so that:

Gx, y, z(r, r′, ω) = Gx,y,z(r, r
′, ωsp)δ(ω − ωsp), (E.65)

Gx,y,z(r, r
′, ωsp) = −γπc

2

2ωsp

πR3L(ωsp, ωsp, γ)

72
∇
(x, y, z

r3

)
⊗∇′

(
x′, y′, z′

r′3

)
.

(E.66)

Finally, noting that ∂i(xj/r3) = (r2δi,j − 3xixj)/r
5, the entries of the

Dyadic Green's Function of the three degenerated dipolar cavity modes
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(denoted by xk) can be written as:

[Gxk
]ij(r, r

′, ωsp) = iπ
c2

ωsp

πR3

72
∂i

(xk
r3

)
⊗ ∂′j

(
x′k
r′3

)
= iπ

c2

ωsp

πR3

72

(r2δi,k − 3xixk)(r
′2δj,k − 3x′jx

′
k)

r5r′5
.

(E.67)

E.4.1 Evaluation of QE-cavity coupling

By using Eq. (E.52), and the Dyadic Green's Function of a sphere from

above, the coupling between a QE of dipole moment µ, when the dipole

is placed on the x̂ axis at a distance bc−QE from the nanoparticle is given

by:

gc−QE
x =

ωQE

3
|µ · x̂|

√
π

2

(
R

bc−QE

)3 1

ℏωsp

1

ϵ0 b3c−QE

(E.68a)

gc−QE
y =

ωQE

6
|µ · ŷ|

√
π

2

(
R

bc−QE

)3 1

ℏωsp

1

ϵ0 b3c−QE

(E.68b)

gc−QE
z =

ωQE

6
|µ · ẑ|

√
π

2

(
R

bc−QE

)3 1

ℏωsp

1

ϵ0 b3c−QE

(E.68c)

which shows that for a dipole oriented along one of the coordinate axis,

it only couples to one of the three degenerated dipolar modes of the

cavity.

E.4.2 Evaluation of free electron - cavity coupling

In the same way, using Eq. (E.58) and the Dyadic Green's Function of

a spherical nanoparticle we �nd that an electron that passes a distance

r⊥,0 = be−cx̂ of the cavity has a coupling to the di�erent dipolar modes

given by:

ge−c
q,x =

ek0
mL

√
ℏ

ϵ0ωsp

πR3

8

1

|be−c|4
I1(qbe−c)I∗1 (qbe−c)

ge−c
q,y = 0
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ge−c
q,z =

ek0
3mL

√
ℏ

ϵ0ωsp

πR3

8

1

|be−c|4
[I0(qbe−c)− 2I2(qbe−c)] [I0(qbe−c)− 2I2(qbe−c)]

∗

where we have used the integrals de�ned in Eq. (E.60). From this, the

interaction strength between the passing electron and the dipolar modes

of the cavity is given by

ge−c
q,x =

eℏk0
3mL

|q|2K1(|qbe−c|)

√
1

ϵ0ℏωsp

πR3

2
(E.69a)

ge−c
q,y = 0 (E.69b)

ge−c
q,z =

eℏk0
3mL

|q|2K0(|qbe−c|)

√
1

ϵ0ℏωsp

πR3

2
(E.69c)

Having seen before the coupling strength between a free electron and

a QE ( Eq. (E.64)), we can extract the dipole moment that the free

electron induces in the cavity:

|µc| =
2π

3

√
πR3 ℏωspϵ0 (E.70)

We further note that the amplitudes of this dipole moment satisfy:

|µc · x̂| = |µc · ẑ| and µc · ŷ = 0. From here one can see that for

the parameters used in the main text |µind
c | ≈ 40|µQE |. This expression

agrees well with the one derived from comparing the polarizability of a

sphere with that of a quantum 2-level system [324].

If one calculates the integrated loss probability of an electron inter-

acting with a spherical metallic nanoparticle in the non-retarded limit

[151], and applies the good resonator approximation to the Drude de-

scription, the loss probability is calculated as:

PL =

∫
dω Γsph

NR(ω) =

=

∫
dω

e2

π2ϵ0ℏv20

[(ω
v

)2
K2

0

(
ωb

v

)
+
(ω
v

)2
K2

1

(
ωb

v

)]
Im {αNR(ω)} ,

(E.71)
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which upon insertion of the polarizability

αNR(ω) = R3 ϵ(ω)− 1

ϵ(ω) + 2
≈ i

ωspπR
3

2
δ(ω − ωsp),

reads

PL =
e2

π2ϵ0ℏωsp

(
ω4
sp

v4

)[
K2

0

(
ωspb

v0

)
+K2

1

(
ωspb

v0

)]
πR3

2
. (E.72)

Looking at the electron-cavity couplings above, and taking the limit of

small coupling, one can see that the �rst order of interaction between a

free electron and a spherical nanoparticle, with the nanoparticle initially

in its ground state yields a probability for the electron to loose one

photon that looks like

PL ≈
∣∣∣∣ Lv0 ge−c

ωsp/v0,x

∣∣∣∣2 + ∣∣∣∣ Lv0 ge−c
ωsp/v0,z

∣∣∣∣2 (E.73)

=
e2

9ϵ0ℏωsp

(
ωsp

v0

)4 [
K2

0

(∣∣∣∣ωspbe−c

v0

∣∣∣∣)+K2
1

(∣∣∣∣ωspbe−c

v0

∣∣∣∣)] πR3

2
,

(E.74)

which agrees with the classical result to a factor of (π/3)2. The agree-

ment between our formalism and the classical result is not a coincid-

ence, and besides the analytical similarity of the calculations involved in

the derivation, what matters is that through mQED we have been able

to de�ne properly normalized bosonic modes, which means that once

the electromagnetic Dyadic Green's Function of an arbitrary system is

known, the interaction can be studied in the way that we have outlined.

E.4.3 Validity of the quasi-static approximation

In this section, we explore the validity of the quasi-static approximation

we have used for the Hamiltonian parametrization. The two conditions

that need to be ful�lled in order to safely neglect retardation e�ects are

k0b ≪ 1, and k0R ≪ 1. In our case R = 10 nm, and b = 11 nm, and,

at the frequency range of our study (ℏωsp = 2 eV), these inequalities
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evaluate to k0b ≈ 0.1 > k0R, which makes the quasi-static approxima-

tion valid. To further verify this conclusion, we borrow the analytical

expression [151] describing the energy loss probability for a free electron

in the vicinity of a spherical nanoparticle including retardation e�ects

ΓR
sph(ω) =

e2

4πϵ0

R

πℏc2
π

k0R

∞∑
l=1

l∑
m=−l

K2
m

(
k0b

βγ

)[
CM
lmIm(tMl ) + CE

lmIm(tEl )
]
,

where the de�nition of the di�erent terms can be found in Ref. [151].

In the limit of small radius, R, the magnetic scattering coe�cients, tMl ,

vanish, and the the dominant contribution is given by the electric dipole

mode, which acquires the form

tE1
k0R→0
≈ 2

3
(k0R)

3 ϵ(ω)− 1

ϵ(ω) + 2
,

where ϵ(ω) is the nanoparticle permittivity. This way, the expression

for the energy-loss probability in the quasi-static approximation can be

obtained

ΓQS
sph,dip(ω) =

e2

4πϵ0

R

πℏc2

(
k0R

β

)2 4

β2

×
[
K2

1

(
k0b

β

)
+K2

0

(
k0b

β

)]
Im

(
ϵ(ω)− 1

ϵ(ω) + 2

)
,

where β = v/c.

Employing a hydrodynamical Drude model for the metal permit-

tivity [361], the key parameter measuring the impact of nonlocality is

B =
√
3/5 vF , which depends on the Fermi velocity of the metal. Using

a 3D Fermi gas model, this can be expressed in terms of the electron

density as vF = ℏ/m(3π2n)1/3. Thus, the characteristic length-scale

for nonlocality (which sets the emergence of relevant electron-electron

interactions in the metal response) can be estimated as [362]

lF ∼ B
ωp

= (3π2)1/3
ℏ
e

√
ϵ0
m
n−1/6

where ωp =
√
ne2/ϵ0m is the Drude plasma frequency. For noble metals,
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Figure E.2: Electron energy loss probability for an electron with β = 0.1
interacting with a sphere of radius R = 10 nm at an impact parameter
b = 11 nm. The result is shown in the quasi-static limit, in the full
electrodynamical picture, and with non-local corrections.

such as silver or gold, B ≈ 0.01c and lF ≈ 0.1 nm, much smaller than

R and b in our polaritonic model system. One of the �rst theoret-

ical approaches accounting for non-local e�ects in the optical response

of metallic nanospheres was proposed by Ruppin [363]. Employing a

hidrodynamical Drude model, scattering coe�cients, tEl and tMl , were

obtained that included a non-local length-scale correction of the form

δNL
l = l(l + 1) (ϵ(ω)− 1)

jl(xnl)

xnlj
′
l(xnl)

, withxnl =

√
ϵ(ω)

1− ϵ(ω)

ωpR

B
.

With the elements introduced above, we can compare electron energy

loss probabilities for the nanophotonic cavity model in the main text,

obtained under quasi-static, retarded, and non-local descriptions. We

showcase the result up to the octupolar response in Fig. E.2. In agree-

ment with our initial estimations, the electrodynamic, fully-retarded

Γ(ω) does not deviate signi�cantly from the quasi-static prediction. The

only �ngerprint of retardation is a few meV redshift in the dipolar mode

(2 eV) of the cavity, which validates neglecting retardation e�ects in
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the calculation of the electron-target coupling strengths. Similarly, the

comparison with the non-local-corrected model, reveals that nonlocality

does not have a signi�cant impact either at frequencies in the vicinity

of the dipolar resonance. It yields a blueshift of the dipolar mode, com-

parable in magnitude, to the redshift induced by retardation. Thus, in

the ∼ 2 eV range, both e�ects tend to counterbalance each other. Note

however, that the deviation between retarded and nonlocal predictions

become larger at higher frequencies, at the quadrupolar and octupolar

cavity modes, which are not considered in the target system in the main

text.
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Appendix F

Free electron probing of the

hydrogen atom wavefunctions

In this appendix, we particularize Eq. (4.5) for the case of the interaction

between a free electron and the di�erent transitions present in a hydro-

gen atom. The expression of the vacuum-mediated coupling between an

arbitrary electronic transition and a free electron is given by

gij,q = −ik0
e2ℏµ0
2m2L

∫∫
dr dz′ dij(r) · Re

{
G0(r, [r⊥, z

′],Ω)
}
· ẑeiqz.

(F.1)

We wish to particularize these expressions for transitions between the

hydrogen's ground state and some excited state labelled by the usual

quantum numbers: n, l and m. Labeling the eigenfunctions of the hy-

drogen atomas ϕn,l,m, then the transition dipole densities of interest will

be given by

dij(r) → dn,l,m(r) = ϕn,l,m∇ϕ∗1,0,0.

Furthermore, from the derivation of the matter-matter interaction hamilto-

nian, the Dyadic Green's Function is to be evaluated at photon energy

given by the energy di�erence between initial and �nal electronic state

given by: Ω = ωn ≈ (1−1/n2)13.6 eV, while for energy conservation ar-

guments, the momentum exchange of the electron within the non-recoil

approximation is given by q = ωn/v0 [P4, P5]. Moreover, note that hy-

drogenic wavefunctions are localized in the order of the Bohr radius, a0,

which is around 50 pm, while the lengthscales associated with photons
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wavefunctions

produced from these transitions are of the order of 100 nm. This implies

that we can treat the Dyadic Green's Function within the quasi-static

limit,where the dyadic is purely real, and therefore we can rewrite the

coupling above in terms of the �eld produced by a volumetric charge

distribution as [12]

gn,l,m = −k0
e2ℏ

2m2Lαωn

∫
dz ẑ ·En,l,m([r⊥, z], ωn)e

iωnz/v0 , (F.2)

En,l,m(r′, ω) = iωµ0

∫
drG0(r, r

′, ω) · αdn,l,m(r), (F.3)

where we have introduced α plainly as a factor that gives αdij(r) units

of current density. Then, to numerically calculate these couplings as

a function of r⊥, one can numerically calculate En,l,m(r′, ω) by using

the analytical expression of the hydrogen atom's wavefunctions and a

solver for Maxwell's equations (we for instance use COMSOL). Once

the �elds En,l,m are known, the integral in Eq. (F.2) can be numeric-

ally performed. In Fig. F.1 we show the normalized coupling strength

in arbitrary units between the aforementioned transitions and the free

electron travelling at v0 = 0.5c. The extent of all the panels is 30a0 ex-

cept for l = 0, in which the extent has been reduced to 10a0. Note that

to obtain these we have implicitly assumed that the lateral extent of the

incoming electron beam is vanishingly small compared to the features of

the electronic wavefunctions involved, which is not realistic. However,

this calculation allows to illustrate that, thanks to the mQED-based for-

mulation of our model, it is rather simple to exploit the very powerfull

numerical machinery developed for classical �elds to parametrize the

quantum mechanical couplings in more complicated situations than the

ones treated in this thesis. For instance these simulations could be fed

with the HOMO, LUMO eigenfunctions of chromophores obtained from

DFT calculations to then calculate any magnitudes of interest, similarly

to Ref. [364].
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Figure F.1: Integrated coupling strength (dimensionless) in arbitrary
scale between a transition (1, 0, 0) → (n, l,m) in the hydrogen atom and a
free electron for all possible values of the quantum numbers up to n = 4.
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Appendix G

Magnus expansion of

electron-QE interaction

In this Appendix, we test the validity of Equation (4.29), which presents

the calculation of the scattering matrix using the Magnus expansion [326]

up to �rst order in the integrated interaction strength. Here, we compute

it up to third order for a single QE in free space, and show that this

approximation is valid for realistic values of the impact parameter, b,

and the resonant electron wavevector, q = ωQE/v0. We �rst determine

the interaction Hamiltonian in the interaction picture in Sec. G.1, and

proceed to obtain general expressions for the coe�cients of the di�erent

orders of the Magnus expansion in Sec. G.2, which we �nally evaluate

them for the case of QE-free electron interaction through free space in

Sec. G.3.

G.1 Interaction Hamiltonian in the interaction

Picture

To obtain the di�erent terms of the Magnus expansion, we �rst obtain

the interaction Hamiltonian in the interaction picture. The interaction

Hamiltonian for the free-electron-QE interaction is given by

ĤI = ℏ
∑
q

(
gqσ̂b̂

†
q + g∗q σ̂

†b̂q

)
. (G.1)

In the interaction picture, it is given by ĤI,int(t) = ei
Ĥ0
ℏ tĤIe

−i
Ĥ0
ℏ t,

with Ĥ0 =
∑

k Ek ĉ
†
k ĉk + Eeσ

†σ + Egσσ
†, which by use of completitude



G

256 Appendix G. Magnus expansion of electron-QE interaction

relations may be written as

ĤI,int(t) = ℏ
∑
q,k′

(
gq
∣∣k′ + q

〉〈
k′
∣∣ σ̂ei (Ek′+q+Eg−Ek′−Ee)

ℏ t + h.c.
)
. (G.2)

From the non-recoil approximation in the free electron dispersion one

has that

Ek+q =
ℏ2(k + q)2

2m
≈ (ℏk)2 + ℏ22qk

2m
≈ Ek + ℏv0q, (G.3)

where we have assumed that k ≈ k0 = mv0/ℏ. With this, and assum-

ing that Ee = ℏωQE and Eg = 0, the interaction Hamiltonian in the

interaction picture reads

ĤI,int(t) =ℏ
∑
q

(
gq b̂

†
qσ̂e

i(v0q−ωQE)t + g∗q b̂qσ̂
†ei(−v0q+ωQE)t

)
. (G.4)

By considering spontaneous emission in the small excitation limit, one

can describe the decay dynamics of the QE as predicted by a master

equation by promoting the bare Hamiltonian to a non-hermitian one by

including a imaginary part in the bare eigenfrequencies [41, 42]. Here,

we take ωQE → ωQE − iγ/2. It can then be shown that the interaction

Hamiltonian under this description becomes

ĤI,int(t) =ℏ
∑
q

(
gq b̂

†
qσ̂e

−i
(

ωQE
v0

−i γ
2v0

−q
)
v0t + g∗q b̂qσ̂

†e
i
(

ωQE
v0

+i γ
2v0

−q
)
v0t
)
.

(G.5)

We now write the sum as an integral by dividing and multiplying by

∆q = 2π/L, the momentum spacing that comes from the �ctitious box

used to quantize the free electron wavefunction. For compactness, we

write q = q0 + α and rename Q ≡ γ/2v0. Thus, we have

ĤI,int(t) = ℏ
L

2π

∫
dα Ô(α) b̂α e

i(−α+iQ)v0t (G.6)

where we have de�ned Ô(α) ≡
(
gq0−αb̂

†
q0 σ̂ + g∗q0+αb̂q0 σ̂

†
)
.
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G.2 Scattering matrix and Magnus expansion

We now proceed to calculate the �rst three terms of the scattering matrix

as given by the Magnus expansion. Considering a �rst order di�eren-

tial equation d |ψ(t)⟩ /dt = Û(t) |ψ(t)⟩, the solution for the initial value

problem is in general given by the time ordered product

|ψ(t)⟩ = T exp

[∫ t

−t0

dt′ Û(t′)

]
|ψ(t0)⟩ ≡ Ŝ(t, t0) |ψ(t0)⟩ , (G.7)

where we assume that the interaction starts at −t0, and we will later

take the limit t0 = t → ∞. By using the Magnus expansion, one may

construct the propagator, Ŝ, as the true exponential of a matrix as

|ψ(t)⟩ = eΩ̂(t,−t0) |ψ(t0)⟩ ,

where Ω̂ accepts a series decomposition Ω̂(t) =
∑

n Ω̂n(t), such that the

�rst terms in the expansion read [326]

Ω̂1(t,−t0) =
∫ t

−t0

Û(t1)dt1, (G.8)

Ω̂2(t,−t0) =
1

2

∫ t

−t0

dt1

∫ t1

−t0

dt2

[
Û(t1), Û(t2)

]
, (G.9)

Ω̂3(t,−t0) =
1

6

∫ t

−t0

dt1

∫ t1

−t0

dt2

∫ t2

−t0

dt3 L̂(t1, t2, t3), (G.10)

L̂(t1, t2, t3) =
[
Û(t1),

[
Û(t2), Û(t3)

]]
+
[[
Û(t1), Û(t2)

]
, Û(t3)

]
.

Note that this expansion is perturbative in nature, and therefore its

validity rests on whether the magnitude of subsequent interaction or-

ders vanishes. For the Schrödinger equation, the Û operator corres-

ponds to the interaction Hamiltonian in the interaction picture as Û(t) ≡
−iĤI,int(t)/ℏ, with ĤI,int(τ) given in the previous section. Therefore,

for our case the Û operator reads:

Û(t) ≡ − iL
2π

∫
dα Ô(α) b̂α e

i(−α+iQ)v0t (G.11)
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In what follows, we calculate the �rst few terms of this expansion step

by step in the limit t0 = t→ ∞.

G.2.1 First term in the expansion: Ω1

By direct integration from Eq. (G.9), it follows:

lim
t→∞

Ω̂1(t,−t) = − iL

2πv0
lim
z→∞

∫
dα Ô(α) b̂α

∫ z

−z
dz1 e

i(−α+iQ)z1 =

(G.12)

= − iL
v0

∫
dα Ô(α) b̂αδ(α) = (G.13)

= −i
(
βq0 b̂

†
q0 σ̂ + β∗q0 b̂q0 σ̂

†
)
, (G.14)

where we have used the limit limx→∞ sin(αx)/α = πδ(α), and de�ned

βq ≡ Lgq/v0. The expression for this term is the same as given in the

multiple references mentioned throuout this thesis. Note that in order

to arrive at this expression, one has to assume that Ô(α) (and therefore

gq) is an analytic function.

G.2.2 Second term in the expansion: Ω2

We �rst we calculate the commutators in Eq. (G.9) needed to evaluate

the second order contribution. Using the expression of Û(t), one has

[
Û(t1), Û(t2)

]
=

(
− iL
2π

)2

×∫∫
dα dα′

[
Ô(α), Ô(α′)

]
b̂α+α′ei(−α+iQ)v0t1ei(−α′+iQ)v0t2 .

(G.15)

The commutator in the expression above is given by[
Ô(α), Ô(α′)

]
=
(
g∗q0+αgq0−α′ − gq0−αg

∗
q0+α′

)
σ̂z ≡ Γ̃(α, α′)σ̂z,

where we have de�ned Γ̃(α, α′) ≡ g∗q0+αgq0−α′ − gq0−αg
∗
q0+α′ for com-

pactness. We further de�ne the dimentionless version of this magnitude

as Γ(α, α′) ≡ (L/v0)
2Γ̃(α, α′) = (β∗q0+αβq0−α′ − βq0−αβ

∗
q0+α′), so the
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Re(α)

Im(α)

C+

C−

+iQ

−iQ

Figure G.1: Integration contours used in this calculation, together with
the location of the relevant poles.

commutator above reads[
Û(t1), Û(t2)

]
= −

(
L

2π

)2

σ̂z

∫∫
dα dα′ Γ̃(α, α′) b̂α+α′ ei(−α+iQ)v0t1ei(−α′+iQ)v0t2

(G.16)

We now plug this commutator into Eq. (G.9), so that the second-order

term in the Magnus expansion reads

Ω̂2(t,−t0) = − σ̂z
8π2

∫∫
dα dα′ Γ(α, α′) b̂α+α′×∫ z

−z0

dz1

∫ z1

−z0

dz2 e
i(−α+iQ)z1ei(−α′+iQ)z2 .

Focusing on the integrals over z, one has∫ z

−z0

dz1

∫ z1

−z0

dz2 e
i(−α+iQ)z1ei(−α′+iQ)z2

limz→∞= 2π

[
δ (−α− α′ + 2iQ)− e−i(−α′+iQ)zδ (−α+ iQ)

]
i (−α′ + iQ)

,

where we have used that in the limit of z = v0t → ∞, sinc functions

can be recast as delta functions. Thus, the second contribution of the

Magnus expansion reads

Ω̂2 = − σ̂z
4π

{∫∫
dα dα′ Γ(α, α

′) b̂α+α′

i (−α′ + iQ)
δ
(
−α− α′ + 2iQ

)
+
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−
∫∫

dα dα′ Γ(α, α′) b̂α+α′
e−i(−α′+iQ)z

i (−α′ + iQ)
δ (−α+ iQ)

}
.

To integrate the second line, we integrate over C+ in Fig. G.1, which

contains a simple pole at α′ = iQ, and apply the residue theorem. Then,

integrate over α. For the �rst line, we �rst integrate over α. Thus, we

obtain

Ω̂2 = − σ̂z
4π

{
ib̂2iQ

∫
dα′ Γ(−α′ + 2iQ, α′)

(α′ − iQ)
+ 2πΓ(iQ, iQ)b̂2iQ

}
.

Taking the limit of Q → 0, on the one hand we have that Γ(iQ, iQ) →
Γ(0, 0) = 0 and secondly, we invoke the Sokhotski�Plemelj theorem,

which on the real line reads

lim
ϵ→0+

1

x± iϵ
= ∓iπδ(x) + P

(
1

x

)
. (G.17)

Then the second contribution reads

Ω̂2 =− i
σ̂z
4π

P
∫

dα′ Γ(−α′, α′)

α′ =

=
−i
4π
σ̂zP

∫
dα

|βq0−α|2 − |βq0+α|2

α
=

=
i

2π
σ̂z P

(∫ ∞

−∞
dα

|βq0+α|2

α

)
, (G.18)

where we remind that the de�nition Γ(α, α′) = β∗q0+αβq0−α′−βq0−αβ
∗
q0+α′ .

Finally, to write it in a more compact form, the second order contribu-

tion to the Magnus expansion reads

Ω̂2 =− iγq0 σ̂z, (G.19)

γq0 =− 1

2π
P

(∫ ∞

−∞
dα

|βq0+α|2

α

)
, (G.20)

which can be numerically computed upon knowing gq.
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G.2.3 Third term in the expansion: Ω3

The third order contribution to the Magnus expansion has the form

Ω̂3(t,−t0) =
1

6

∫ t

−t0

dt1

∫ t1

−t0

dt2

∫ t2

−t0

dt3 L̂(t1, t2, t3),

L̂(t1, t2, t3) =
[
Û(t1),

[
Û(t2), Û(t3)

]]
+
[[
Û(t1), Û(t2)

]
, Û(t3)

]
.

The commutators needed to evaluate the expansion are given by[[
Û(t1), Û(t2)

]
, Û(t3)

]
=

= i

(
L

2π

)3 ∫∫∫
dα dα′ dα′′

[[
Ô(α), Ô(α′)

]
, Ô(α′′)

]
b̂α+α′+α′′×

ei(−α+iQ)v0t1ei(−α′+iQ)v0t2ei(−α′′+iQ)v0t3 ,[
Û(t1),

[
Û(t2), Û(t3)

]]
=

= i

(
L

2π

)3 ∫∫∫
dα dα′ dα′′

[
Ô(α),

[
Ô(α′), Ô(α′′)

]]
b̂α+α′+α′′×

ei(−α+iQ)v0t1ei(−α′+iQ)v0t2ei(−α′′+iQ)v0t3 .

Making use of the previously calculated commutator
[
Ô(α) , Ô(α′)

]
=

Γ̃(α, α′)σ̂z, we have[[
Ô(α) , Ô(α′)

]
, Ô(α′′)

]
= Γ̃(α, α′)

[
σ̂z, gq0−α′′ b̂†q0 σ̂ + g∗q0+α′′ b̂q0 σ̂

†
]
=

= 2 Γ̃(α, α′)
[
g∗q0+α′′ b̂q0 σ̂

† − gq0−α′′ b̂†q0 σ̂
]
,[

Ô(α),
[
Ô(α′), Ô(α′′)

]]
= Γ̃(α′, α′′)

[
gq0−αb̂

†
q0 σ̂ + g∗q0+αb̂q0 σ̂

†, σ̂z

]
=

= 2 Γ̃(α′, α′′)
[
gq0−αb̂

†
q0 σ̂ − g∗q0+αb̂q0 σ̂

†
]
,

where again we have used Γ̃(α, α′) ≡ g∗q0+αgq0−α′ − gq0−αg
∗
q0+α′ . By

de�ning the quantities

A(α, α′, α′′) ≡ Γ̃(α, α′)g∗q0+α′′ − Γ̃(α′, α′′)g∗q0+α,

B(α, α′, α′′) ≡ Γ̃(α′, α′′)gq0−α − Γ̃(α, α′)gq0−α′′ ,
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we compactly write the sum of these commutators as[
Ô(α),

[
Ô(α′), Ô(α′′)

]]
+
[[
Ô(α) , Ô(α′)

]
, Ô(α′′)

]
=

2
[
A(α, α′, α′′)b̂q0 σ̂

† +B(α, α′, α′′)b̂†q0 σ̂
]
≡ F̂ (α, α′, α′′),

where we again introduce F̂ (α, α′, α′′) as shorthand notation. Thus, the

neccesary commutator is

[A(t1), [A(t2), A(t3)]] + [[A(t1), A(t2)] , A(t3)] =

= i

(
L

2π

)3 ∫∫∫
dα dα′ dα′′F̂ (α, α′, α′′)b̂α+α′+α′′×

ei(−α+iQ)v0t1ei(−α′+iQ)v0t2ei(−α′′+iQ)v0t3 .

From this, we now go back to the third order contribution of the Magnus

expansion, which reads

Ω̂3(t,−t0) =
i

6

(
L

2πv0

)3 ∫∫∫
dα dα′ dα′′ F̂ (α, α′, α′′)b̂α+α′+α′′ I,

where we have wrapped inside of I all the integrals over time. Changing

the variable of integration this integral reads

I =

∫ z

−z0

dz1 e
i(−α+iQ)z1

∫ z1

−z0

dz2e
i(−α′+iQ)z2

∫ z2

−z0

dz3 e
i(−α′′+iQ)z3 =

=

∫ z

−z0

dz1 e
i(−α+iQ)z1

∫ z1

−z0

dz2

[ei(−α′′−α′+2iQ)z2

i (−α′′ + iQ)

− e−i(−α′′+iQ)z0ei(−α′+iQ)z2

i (−α′′ + iQ)

]
.

Integrating and expanding the products:

I =

∫ z

−z0

dz1

{
ei(−α−α′−α′′+3iQ)z1

[
1

i (−α′′ − α′ + 2iQ) i (−α′′ + iQ)

]
+

−ei(−α−α′+2iQ)z1

[
e−i(−α′′+iQ)z0

i (−α′ + iQ) i (−α′′ + iQ)

]
+

−ei(−α+iQ)z1

[
e−i(−α′′−α′+2iQ)z0

i (−α′′ − α′ + 2iQ) i (−α′′ + iQ)

]
+
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+ei(−α+iQ)z1

[
e−i(−α′−α′′+2iQ)z0

i (−α′ + iQ) i (−α′′ + iQ)

]}

Performing the last integral, and afte some manipulations and taking

z0 = z, one has

I = 2

{
sin [(−α− α′ − α′′ + 3iQ) z]

(−α− α′ − α′′ + 3iQ)

[
1

i (−α′′ − α′ + 2iQ) i (−α′′ + iQ)

]
+

− sin [(−α− α′ + 2iQ) z]

(−α− α′ + 2iQ)

[
e−i(−α′′+iQ)z

i (−α′ + iQ) i (−α′′ + iQ)

]
+

− sin [(−α+ iQ) z]

(−α+ iQ)

[
e−i(−α′′−α′+2iQ)z

i (−α′′ − α′ + 2iQ) i (−α′′ + iQ)

]
+

+
sin [(−α+ iQ) z]

(−α+ iQ)

[
e−i(−α′−α′′+2iQ)z

i (−α′ + iQ) i (−α′′ + iQ)

]}
=

= 2π

{
− δ

(
−α− α′ − α′′ + 3iQ

) [ 1

(α′′ + α′ − 2iQ) (α′′ − iQ)

]
+

+ δ
(
−α− α′ + 2iQ

) [ ei(α
′′−iQ)z

(α′ − iQ) (α′′ − iQ)

]
+

+ δ (−α+ iQ)

[
+

ei(α
′′+α′−2iQ)z

(α′′ + α′ − 2iQ) (α′′ − iQ)

]
+

− δ (−α+ iQ)

[
ei(α

′+α′′−2iQ)z

(α′ − iQ) (α′′ − iQ)

]}
,

which we write by using the limit of the sinc function as a delta. Then,

by direct use of the residue theorem this may be written as

I = 2π

{
− δ

(
−α− α′ − α′′ + 3iQ

) [ 1

(α′′ + α′ − 2iQ) (α′′ − iQ)

]
+

+ 2πi δ
(
−α− α′ + 2iQ

)
δ(α′′ − iQ)

1

(α′ − iQ)
+

− δ (−α+ iQ)
[
(2πi)2δ(α′ − iQ)δ(α′′ − iQ)

]
+

+ δ (−α+ iQ)

[
ei(α

′′+α′−2iQ)z

(α′′ + α′ − 2iQ) (α′′ − iQ)

]}
.
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Putting these terms back into the integral for Ω̂3, and performing the

complete integration, it reads

Ω̂3 =
ib̂3iQ
6(2π)2

(
L

v0

)3
{

−
∫∫

dα′′′ dα′′ F̂ (3iQ− α′′′, α′′′ − α′′, α′′)

(α′′′ − 2iQ) (α′′ − iQ)
+

+ 2πi

∫
dα′ F̂ (2iQ− α′, α′, iQ)

(α′ − iQ)
+ 2πi

∫
dα′′ F̂ (iQ, 2iQ− α′′, α′′)

(α′′ − iQ)

− (2πi)2F̂ (iQ, iQ, iQ)

}

Now we repeatedly apply the Sokhotski�Plemelj theorem over the real

line, given in Eq. (G.17), by taking the limit of Q→ 0 . Thus, we �nd

Ω̂3 =
i

6(2π)2

(
L

v0

)3
{

− P
∫

dα′′ P
∫

dα′′ F̂ (−α′′′, α′′′ − α′′, α′′)

α′′α′′′

+ iπP
∫

dα′ F̂ (−α′, α′, 0)

α′ +iπP
∫

dα′′ F̂ (0,−α′′, α′′)

α′′

− (iπ)2F̂ (0, 0, 0)

}
.

From the de�nition of F̂ , one may directly see that F̂ (0, 0, 0) = 0̂, and

that the two single principal value integrals cancel each other. Thus,

there is only one term left in the third order contribution, given by:

Ω̂3 = − i

6(2π)2

(
L

v0

)3

P
∫

dα′′ P
∫

dα′′ F̂ (−α′′′, α′′′ − α′′, α′′)

α′′α′′′ (G.21)

By inserting the particular form of the operator F̂ , we �nd

Ω̂3 = − 2i

6(2π)2

(
L

v0

)3 [
A b̂q0 σ̂

† + B b̂†q0 σ̂
]

(G.22)

A = P
∫

dαP
∫

dα′′ A(−α, α− α′′, α′′)

αα′′ (G.23)

B = P
∫

dαP
∫

dα′′ B(−α, α− α′′, α′′)

αα′′ (G.24)

Since every term in the Magnus expansion must be anti-Hermitian, then

we know that B = A∗. By exploting the symmetry properties of the Γ̃
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functions:

Γ̃(α, β) = −Γ̃(β, α),

Γ̃(−α,−β) = −Γ̃∗(α, β),

one may write these coe�cients in a more compact form as

A = P
∫

dαP
∫

dα′ Γ̃(−α, α− α′)g∗q0+α′ − Γ̃(α− α′, α′)g∗q0−α

α′α
=

= 2P
∫

dαP
∫

dα′ Γ̃(−α, α− α′)g∗q0+α′

α′α
,

and

B = P
∫

dαP
∫

dα′ Γ̃(α− α′, α′)gq0+α − Γ̃(−α, α− α′)gq0−α′

α′α
=

= 2P
∫

dαP
∫

dα′ Γ̃(−α, α− α′)∗gq0+α′

α′α

So indeed, B = A∗, and it is enough with calculating one of these mag-

nitudes to parametrize the scattering matrix. Thus the third order con-

tribution to the scattering matrix reads:

Ω̂3 = −i
[
κq0 b̂

†
q0 σ̂ + κ∗q0 b̂q0 σ̂

†
]

(G.25)

κq0 =
2

3(2π)2
P
∫

dαP
∫

dα′ Γ(−α, α− α′)∗βq0+α′

α′α
(G.26)

with Γ(α, α′) = β∗q0+αβq0−α′ − βq0−αβ
∗
q0+α′ , and q0 = ωQE/v0.

G.3 Evaluation for free electron-QE interaction

through free space

From the previous sections, and noting that througout this section we

use q0 ≡ q = ωQE/v0, the scattering matrix up to the third order in the

Magnus expansion reads

Ŝ = e
−i

[
(βq+κq) b̂

†
qσ̂+(βq+κq)∗b̂qσ̂†+γqσ̂z

]
+O(β4

q ), (G.27)
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where βq, γq and κq are the interaction strengths of the �rst, second,

and third order of the Magnus expansion. Their expressions are given

by

βq =
L

v0
gq, (G.28)

γq = − 1

2π
P
∫

dα
|βq+α|2

α
, (G.29)

κq =
2

3(2π)2
P
∫

dα′ βq+α′

α′ P
∫

dα
Γ(−α, α− α′)∗

α
, (G.30)

with Γ(α, α′) = β∗q+αβq−α′ − βq−αβ
∗
q+α′ . In these expressions, P is used

to indicate the principal value of the integral. Equations (G.29) and

(G.30) scale with the integrated coupling strength to the second and

third power, respectively. For the case of a free electron travelling along

z-direction and interacting with a dipolar QE, the analytical expression

for the integration interaction strengths is given by [P5, 310, 312]

βq = − e |µ|
2πϵ0b2ℏωQE

(qb)2
µ

|µ|
·

sign(qb)K1(|qb|)
0

−iK0(|qb|)

 . (G.31)

In the expression above, µ is the QE dipole moment, K0,1 are modi�ed

Bessel function of the �rst kind, e is the electron charge and ϵ0 is the

vacuum permittivity. We note that the �rst factor in Equation (G.31) is

independent of the momentum exchange, q, and therefore we can de�ne

a scaling parameter η = e |µ| (2πϵ0b2ℏωQE)
−1, as βq ∝ η, while γq ∝ η2,

and κq ∝ η3. Furthermore, it can be shown that η ≈ 2.8774 µe·nm
b2nmωeV

,

which implies that this parameter can easily be of the order of unity

for nanometric impact parameter, strong dipolar emitters and resonant

energies in the optical regime. Thus, for feasible parameters, such as

b = 1 nm, µ = 0.5 e·nm, ωQE = 3 eV, we have η = 0.47.

Figure G.2 shows the numerical integration of the coupling strengths

in the Magnus expansion given in Eqs. (G.28-G.30) as a function of the

product bq between 0 and 1 and for η = 0.47. Note that the interac-

tion strengths are complex quantities, and we are rendering only their

absolute value. The results obtained for QE dipole moments along x-
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Figure G.2: Absolute value of the integrated interaction strengths in
Equation (G.27) for an electron interacting with a QE with dipole moment
along x-direction (top) and z-direction (bottom) as a function of qb and
for η = 0.47.

and z-directions are plotted in the upper and lower panels, respectively.

The black vertical lines correspond to b = 1 nm and an electron velocity

(energy) of 0.05c (0.64 keV). These values correspond to slow electrons

su�ering negligible recoil e�ects [317, 322]. For x-oriented QEs, this con-

�guration yields |βq| = 0.15 ≈ 10|γq| ≈ 100|κq| (for z-orientation, the
overall values lower, but the proportionalities remain similar). Further-

more, note that by modifying the photonic environment, these couplings

may be tailored to achieve larger β values while suppressing higher in-

teraction orders [319]. These results justify the �rst-order perturbative

treatment employed in Section 4.3 of this thesis.
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Appendix H

Modulation integrals of

relativistic PINEM electrons

From Ref. [315], the wavefunction of a free electron after a PINEM

preparation step and a drift-time tD is given by |ψ⟩ =
∫
dkB(k) |k⟩ with

B(k) =
∑
m

e−imϕ0

∫
dk
e−iEℏktD/ℏ

(2πσ2k)
1/4

Jm(2|β|)e
− (k−k0−mq0)

2

4σ2
k , (H.1)

where σk is the initial wavevector spread of the free electron, assumed

to be much smaller than the recoil σk ≪ q0, β is the interaction strength

with the PINEM �eld, k0 is the initial wavevector of the free electron,

and β is the integrated coupling strength, de�ned as in Section 4.2.3.

We consider an energy dispersion relation for the free electron with re-

lativistic corrections given by Ep = E0+v0(p−p0)+ 1
2γ3me

(p−p0)2 [315].

Therefore, with this wavefunction, the overlapping integrals In =
〈
b̂n
〉
,

have the form

In =exp

[
−in(ϕ0 + ℏq0v0tD)− i

n2

2
θ −

(
nσk√
2q0

θ

)2
]
×

×
∑
m

Jm(2|β|)Jm+n(2|β|)e−imn θ. (H.2)

We have introduced a new de�nition for the phase factor appearing in

the summation as

θ =
(q0v0
ω

)2
ω tD

(
1− η2

η2

)
ℏω

γmec2
, (H.3)



H

270 Appendix H. Modulation integrals of relativistic PINEM electrons

where η = v0/c and we have also made q0 = ω/v0. Note that as

a particular case of Neumann's addition theorem [81], it follows that∑∞
m=−∞ Jm(x)Jm+n(x) = δn,0, and therefore, the fact that this phase

factor acquires non-zero values is key to achieve a signi�cant degree of

modulation through the drifting process. Also note that θ also appears

as a damping term within the gaussian, which implies that when elec-

trons have vanishing speeds, since θ → ∞, all the overlapping integrals

are exponentially attenuated, just like predicted by the non-relativistic

treatment. On the other hand, for electron speeds close to the speed of

light, θ → 0, and the overlapping integrals vanish. This illustrates how a

careful balance between electron speed and drift time must be attained.

In the case of the �rst overlapping integral, we have

I1 ∝
∑
m

Jm(z)Jm+1(z)e
−im θ =

= −1

2

∂

∂z

[ ∞∑
m=−∞

J2
m(z)e−im θ

]
− 2i

z

∞∑
m=1

mJm(z)2 sin(mθ), (H.4)

where we have used the recurrence relation of the bessel functions [81].

Although general solution of these sums couldn't be obtained, one can

get analytical expressions for particular values of θ that will prove useful.

Two of such cases correspond to θ being be an even or odd integer

multiple of π, which yields

I1 ∝

0, if θ = 2Nπ,

J1(4|β|), if θ = (2N + 1)π,
(H.5)

with N ∈ Z. To obtain these results, one can note that the second term

in (H.4) directly evaluates to zero for both cases, and the sum in the

�rst term can be obtained by using Neumann's addition theorem [81] as

∞∑
m=−∞

J2
m(z) = 1, (H.6)

∞∑
m=−∞

J2
m(z)(−1)m =

∞∑
m=−∞

Jm(z)J−m(z) = J0(2z), (H.7)
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which upon di�erentiation yield the results given in Eq. (H.5). Through-

out Section 4.3 of this thesis we have shown that the closer the over-

lapping integrals are to unity, the closer the modulated electrons are to

perfectly periodic electron combs. Therefore it is of interest to determ-

ine the upper bound of the overlapping integrals that can be attained in

this way. We have numerically investigated this matter, and found that

θ = π establishes a global upper bound for attainable modulation and

therefore

|I1| ≤ exp

[
−
(
πσk√
2q0

)2
]
|J1(4|β|)| . (H.8)

The Bessel function acquires its maximum value at 4|β| = 0.46, which

in the limit of σk → 0, gives that the �rst overlapping integral for an

electron prepared with a PINEM experiment followed by a drift protocol

can never surpass |I1| ⪅ 0.581, which is far from the required values for

purity preservation during the interaction with QEs.
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Appendix I

Phase locking with non-ideal

modulated electrons

Equation (4.41) describes the evolution of the QE state vector in the

Bloch sphere. By neglecting I1 and γ0, so as to focus on the phase

locking behavior described in Section 4.3.3, the z-component becomes

decoupled and we have(
ẋ

ẏ

)
=

−g1
(
1− I

′
2

)
g1I

′′
2

g1I
′′
2 −g1

(
1 + I

′
2

)(x
y

)
(I.1)

By writing x (y) in polar coordinates, x = r cos(ϑ) (y = r sin(ϑ)) we

�nd that the EOM can be written as

∂τr

r
=− 1 + |I2| cos(θ2 − 2ϑ), (I.2)

∂τϑ =|I2| sin(θ2 − 2ϑ), (I.3)

where we have written I2 = |I2| exp(iθ2), and the time derivatives are

with respect to τ = g1t. Equations (I.2) and (I.3) reveal �xed points

at ϑ = (nπ + θ2)/2, where n is an integer. Plugging these angles into

Equation (I.2), we see that whenever n is even (odd) the radial decay is

slowed (accelerated), and in the limit of |I2| → 1 the decay rate becomes

zero. By linearizing Equation (I.3) around these �xed points, we see that

whenever n is even (odd) the �xed point is stable (unstable). Thus, this

interaction preserves the phases equal to θ2/2 or θ2/2 + π. We now

make θ2 time dependent, changing linearly in time, so that θ2 = ωt.
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This implies that the equations of motion can be casted as

ṙ

r
= (−1 + |I2| cos(θ2 − 2ϑ)) g1,

ϑ̇ = g1|I2| sin(θ2 − 2ϑ),

θ̇2 = ω.

We now de�ne a new variable, the phase di�erence as ∆ϑ = θ2 − 2ϑ,

which allows to write

ṙ

r
=(−1 + |I2| cos(∆ϑ)) g1, (I.4)

∆̇ϑ =ω − 2g1|I2| sin(∆ϑ), (I.5)

which shows that whenever κ ≡ ω/(2g1|I2|) ≤ 1, phase locking is pos-

sible between the impinging electron wavefunction and the QE state.

Note that the �xed point in phase di�erence corresponds to ∆ϑ0 =

asin(κ).

By writing ∆ϑ = ∆ϑ0 + δ and linearizing Equations (I.4) and (I.5)

around the �xed point, we �nd that ṙ = r
(
−1 + |I2|

[√
1− κ2 − κδ(t)

])
g1

and δ(t) = δ0 exp
(
−2g1|I2|

√
1− κ2t

)
. Therefore, as long as κ < 1, the

initial phase di�erence will tend to shrink to the one set by the �xed

point. In the limit of κ → 0, |I2| → 1 the QE vector state components

become

r(t) =r0 exp
[
− g1κ2

2

(
t+ δ0

4κg1|I2|

(
1− e−2g1|I2|t

)) ]
, (I.6)

δ(t) =δ0 exp (−2g1|I2|t) , (I.7)

θ(t) =ω
2 t−

κ
2 + θ2(0)−[θ2(0)−2ϑ(0)]e−2g1|I2|t

2 . (I.8)

We can see that in the transient in which the QE state reaches the phase

locking, its purity is scaled by a factor of exp(−δ0κ/4|I2|), and then it

slowly decays as exp
(
−g1κ2t

)
. The steady state is phase locked with I2,

and the initial di�erence between the two phases vanish over time. This

gives access to another way of inducing rotations in the Bloch sphere.
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