Molecular Identification, Bond Order Discrimination, and Apparent Intermolecular Features in Atomic Force Microscopy Studied with a Charge Density Based Method
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ABSTRACT: We introduce an efficient method to simulate high-resolution atomic force microscopy (HR-AFM) images with CO probes. Our model explicitly takes into account the charge densities of the sample and the probe for the calculation of the short-range (SR) interaction and retains ab initio accuracy with only two parameters, that are essentially universal, independent of the number of chemical species and the complexity of the bonding topology. The application to molecular images shows a strong dependence on the stoichiometry and bonding configuration that precludes the chemical identification of individual atoms based on local force-distance curves. However, we have identified features in the 2D images and 3D force maps that reflect the highly anisotropic spatial decay of the molecular charge density and provide a way toward molecular identification. The model treats SR and electrostatics interactions on an equal footing and correctly pinpoints the Pauli repulsion as the underlying interaction responsible for the bond order discrimination in C60. Finally, we settle the controversy regarding the origin of the intermolecular features, discarding the effect of the charge redistribution associated with the H bonds, and linking them with the overlap of the wave functions of the atoms that constitute the bond. This overlap creates saddle regions in the potential energy landscape that are sensed by the probe.
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Noncontact atomic force microscopy (NC-AFM) with metal tips functionalized with closed-shell molecules like CO and inert atoms as Xe has revolutionized the field of molecular imaging.† This technique, also referred to as high-resolution AFM (HR-AFM), is able to image the internal structure of molecules,7 resolves features in the intermolecular regions of weakly bonded molecules,3,4 discriminates between bond orders in aromatic compounds,5,6 and has opened the door to following or even inducing on-surface chemical reactions.6–8 Theoretical models have helped to rationalize the imaging mechanisms of HR-AFM.9 Density functional theory (DFT) analysis identified the short-range (SR) interaction, mainly Pauli repulsion, as the dominant interaction responsible for the imaging of molecular structures at small tip–sample distances.5,10 DFT calculations, together with a model to calculate HR-AFM images that retain DFT accuracy, allowed the electrostatic (ES) charge distribution of CO-metal apexes11 and its contribution to molecular imaging to be characterized.12 Simpler and more computationally efficient methods, like the Particle-Probe (PP) model,13 which describes the SR and vdW interactions through pairwise Lennard-Jones potentials13 complemented with a point charge/multipole interacting with the full sample electrostatic field,14 all parametrized to reproduce the experimental results, have helped us to understand how the flexibility of a molecular probe enhances the intra- and intermolecular contrast.13–15 This approach13 has become the main workhorse for HR-AFM simulations and has been applied to understand the role of the ES interaction in the imaging of molecules.16–18 In spite of these advances, there is still a strong debate regarding key issues in HR-AFM imaging. One of the important questions is the relative contribution of the different interactions to the AFM contrast. The first DFT based
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studies\textsuperscript{2,5,10,19} as well as simpler models\textsuperscript{20} attributed the most important origin of the observed features to the Pauli interaction. Later, Guo et al.\textsuperscript{21} suggested that features associated with inter- and intramolecular bonds originate from the short-range electrostatic force. The success of the PP model\textsuperscript{13} to accurately reproduce the experimental images has been used to deduce the origin and significance of the images. In many systems, image features are ruled by the Pauli repulsion modified by the ES field of the molecules, as correctly predicted by the PP model. However, in other cases, unveiling the origin contrast could be more difficult. For instance, in their analysis of bond order discrimination, Hapala et al.\textsuperscript{22} simulated the features observed in the experimental images of the C\textsubscript{60} molecule\textsuperscript{3} by using, in addition to the Pauli repulsion, a very large effective charge for the CO probe, leading them to associate the bond order discrimination to the ES interaction, in spite of the nonpolarity of C\textsubscript{60} molecules. Recent work,\textsuperscript{23} also based in the PP model, has assigned a relevant role in the chemical discrimination on N and B decorated graphene nanoribbons to the van der Waals interaction, in contradiction to previous results that discard dispersion forces as the source of atomic contrast\textsuperscript{10,24} due to the smoothness of the $r^{-6}$ behavior.

There is also an on-going controversy about the ability of the AFM to disclose H-bonds. Intermolecular features have been observed with CO tips\textsuperscript{3,13,18,25,26} and other inert tips.\textsuperscript{4,27} However, their origin is still under debate. These features have been proposed to be a direct observation of the subtle charge redistribution associated with H-bonds\textsuperscript{3} or attributed to an artifact due to the mobility of the probe.\textsuperscript{15,28,29} An emerging consensus was linking this contrast to the spilling of the charge density of the molecules into the intermolecular region,\textsuperscript{9,12,30} but a very recent work\textsuperscript{11} with a rigid, passivated apex\textsuperscript{2} has sparked again the debate.

An accurate understanding of the contrast and the role played by the different interactions in the AFM experiments is required to progress toward molecular identification.\textsuperscript{1} HR-AFM imaging has already contributed to the structural elucidation of complex natural products\textsuperscript{33,34} polycyclic aromatic molecules like asphaltenes\textsuperscript{35} and nanographene,\textsuperscript{36} and on-surface reaction intermediates and products.\textsuperscript{6,37–43}

The chemical identification of individual atoms with passivated probes is a more challenging task.\textsuperscript{7} Chemical discrimination has been reported combining NC-AFM with other techniques such as Kelvin probe force microscopy\textsuperscript{44–46} or scanning tunneling microscopy and DFT simulations.\textsuperscript{7} NC-AFM measurements with reactive tips on semiconductor surfaces have shown that the chemical specie of individual atoms can be named through force spectroscopy measurements.\textsuperscript{47,48} In this case, where both tip and sample are reactive, a covalent bond is formed between tip and sample atoms upon tip approach. Therefore, the interaction is highly dependent on the chemical specie of the two atoms,\textsuperscript{49} being only slightly perturbed by the chemical environment. A similar mechanism cannot be expected to work in HR-AFM imaging of molecules involving nonreactive probes and samples.

A possible alternative for chemical identification of molecular systems is to find distinctive features in the images, or the 3D force maps, that could be associated with a particular atom irrespective of its chemical environment. Guo et al.\textsuperscript{19} pointed out, from DFT calculations, that the replacement of one C–H group by a N atom in a pentacene molecule modifies the charge density and locally distorts the image, making the N substituents distinct from the image of the remaining C atoms. These distortions have been observed in hydrocarbon rings with heteroatoms\textsuperscript{32,49–55} and surfaces with dopants,\textsuperscript{56} but it is still unclear what causes them.\textsuperscript{51,16,22,50–55} Furthermore, 3D-force spectroscopy data on organic molecules obtained with CO probes exhibits a characteristic, local contrast that could be used for chemical recognition.\textsuperscript{40} However, the possibility to get this atom by atom chemical identification with CO probes has been questioned as the contrast depends on the environment, hybridization, and oxidation state of the sample molecule.\textsuperscript{1}

Here, we introduce a method for the simulation of HR-AFM images that contributes to answering these key issues. Our approach, merging ideas presented in previous works,\textsuperscript{11,13,14,20} describes both the ES and SR interactions in terms of two physical observables: the total charge densities of the sample, $\rho_{\text{sample}}$, and the functionalized tip, $\rho_{\text{tip}}$, obtained from independent ab initio calculations. We replace, inspired by a simple way to account for the Pauli repulsion,\textsuperscript{20} the pairwise fitting of the SR with Morse potentials previously used\textsuperscript{11,12} by a function of the overlap of $\rho_{\text{tip}}$ and $\rho_{\text{sample}}$, the physical quantity responsible for the Pauli repulsion, as

$$V_{\text{SR}} = V_0 \int (\rho_{\text{tip}}(\vec{r})\rho_{\text{sample}}(\vec{r}))^\alpha d\vec{r}$$

(1)

This model, applied to a CO–metal tip, reproduces most of the features of HR-AFM images and retains DFT accuracy on molecules with multiple chemical species with just two parameters, $V_0$ and $\alpha$, that are essentially universal. It clearly links bond order contrast with the Pauli repulsion and explains the origin of the intermolecular features, discarding the effect of the charge redistribution associated with the H-bonds. The model reveals a strong dependence of the molecular images on the stoichiometry and bonding configuration, which precludes the chemical identification of individual atoms based on local force–distance curves. However, it also identifies features in the HR-AFM images, linked to the presence of N substituents and in the 3D force maps, that reflect the spatial decay of the molecular charge density and provide a way toward the goal of molecular identification with the AFM.

RESULTS AND DISCUSSIONS

Contrast Formation of HR-AFM Images of a Pyridine Molecule. First, we illustrate the application of the method by simulating images of a pyridine molecule as probed by a CO tip (see Methods and Section S1 in the Supporting Information (SI) for a detailed description). A pyridine is a benzene ring in which an N atom substitutes a C–H group (see inset of Figure 1a). First, force curves are calculated with DFT on relevant sites of the molecule: the atoms, the middle point of the bonds, and the center of the ring. The force vs distance plot for a C atom (Figure 1a, solid blue line) shows a small attractive regime at large tip–sample distances ($z > 3.5$ Å) and a sharp repulsive one at smaller distances.

The total DFT interaction can be decomposed into its ES, vdW, and SR components. The first two, as described in the Methods section, are obtained from eq 3 and from a stand-alone DFT-D3\textsuperscript{56} calculation. The SR component is isolated by subtracting the ES and vdW from the total interaction. The decomposed forces (Figure 1a) help to explain the different interaction regimes. At large distances, the attraction sensed by the tip mainly comes from the vdW interaction. At closer distances, the ES force with the CO probe provides an
attractive interaction. Although the electric field of the molecule is repulsive for negative charges (Figure S1 in the Supporting Information), the ES interaction, that includes the electron–electron, electron–ion, and ion–ion interactions, is attractive due to the overlap of the electronic charge densities (notice that once the electronic clouds overlap, the electronic and ionic electrostatic repulsion cannot screen completely the electron–ion attraction). This overlap also causes the exponential growth of the Pauli repulsion. There is a strong cancellation between the SR and ES interactions, which is finally won by the SR, leading to an increase of the repulsion as the tip–sample distance decreases.

We now apply our model to simulate HR-AFM images. In order to parameterize the SR interactions, we use the total force in all the sites shown in Figure 1b as solid lines. The C–C bond and the C atom are the most repulsive sites of the molecule, followed by the N–C bond and the N atoms. The least repulsive site is the H atom followed by the center of the molecule. For each force spectroscopy, the SR interaction is isolated as described in Methods. These data points are used to fit $V_0$ and $\alpha$ of eq 1 by minimizing the root-mean-square error (RMSE). Figure 1b shows the comparison of the forces as obtained with the model (circles) and DFT (lines) using the minimized parameters $V_0 = 13.365$ [eV] and $\alpha = 1.07$ (notice that, as eq 1 is a power law, the fit parameters depend nontrivially on the unit of the charge density; here, all charge densities are in $e/\AA^3$ and energies in eV, and we use [eV] to depict this unit choice). For these tip–sample distances, typical for the experimental HR-AFM images, the model agrees extremely well with the DFT calculations, yielding a RMSE of 6.1 pN in a force range of more than 600 pN. Note that the exponential factor of eq 1, $\alpha$, is only slightly larger than one. In other words, the functional form of the SR interaction is almost the pure overlap of the electronic charge densities.

Havening obtained a proper fit, AFM maps of the molecule are simulated by calculating the interaction on a 2D grid (see Methods and Section S1). Taking advantage of the capability of the model to separate the different contributions to the total force, the interaction-decomposed force maps for a tip height (referred to the oxygen position in the CO probe) of $z = 3.1 \, \text{Å}$ above the molecular plane are plotted in Figure 2 with a rigid CO tip (static map) along with the force gradient map for a flexible tip (relaxed map), which in the small amplitude limit, is proportional to the frequency shift. The strong cancellation between the SR and ES maps plus the addition of a weak vdW attraction results in a static force map that has an asymmetrical hexagonal shape (the atomic geometry has the N atom and C–H groups arranged in a hexagon), with a dark hollow center and a darker halo around the molecule. The hollow center in the total force map is a direct consequence of the SR interaction. This contribution is very local, and thus, it is stronger when the tip is placed on top of a single atom compared to the center of the molecule. In contrast, the vdW interaction, which has a longer range, makes the center to be slightly darker, and is also responsible for the dark halo around the molecule.

These force maps clearly show, in agreement with the force curves, that the C sites are more repulsive than the N site, leading to a distorted image compared to the almost perfect hexagonal structure. This difference stems mainly from the SR interaction, with a small contribution from the ES force that is a bit less attractive on the N site compared to the C atoms. Considering the number of valence electrons, one could naively expect a greater repulsion on the N site compared to the C atoms. Our analysis of the different 6-membered rings with different number of N atoms will explain this apparent paradox highlighting the role of the spatial decay of the charge density in the observed contrast.

The asymmetry of the total interaction map is not only limited to the difference in force between the C and N atoms but also to the locations of their respective maxima, with the N...
atom having a slightly more extended vertex than the C−H groups. The flexibility of the CO tip enhances this effect in the force gradient (frequency shift) image by sharpening the saddle lines of the static map. These asymmetries are typically observed in experimental images. Notice that models that describe the repulsion with pairwise potentials, including our previous Morse based approach, tend to produce more rounded shapes and have a hard time reproducing these features. The sharper vertex associated with the N atom is not unique to this molecule and can be explained in terms of the lateral extension of the lone-pair orbital of the N atom. Below, we discuss how this feature can help with the molecular recognition.

**Molecular Identification: 6-Membered Rings.** Here we explore whether the differential features associated with the N atoms can be used as the basis for molecular identification, comparing the theoretical images produced with our model for benzene, pyridine, pyrazine, pyrimidine, 1,2,4-triazine, and an s-triazine. From top to bottom: schematic representation of molecules, charge density at 0.5 and 3 Å from the plane of the molecule, and total force maps (including the effect of CO tilting) at z = 3.1 Å.

![Figure 3. Six-membered rings with N heteroatoms. From left to right: benzene, pyridine, pyrazine, pyrimidine, 1,2,4-triazine, and an s-triazine. From top to bottom: schematic representation of molecules, charge density at 0.5 and 3 Å from the plane of the molecule, and total force maps (including the effect of CO tilting) at z = 3.1 Å.](image)

<table>
<thead>
<tr>
<th>molecule</th>
<th>V₀ [eV]</th>
<th>α (system)</th>
</tr>
</thead>
<tbody>
<tr>
<td>benzene</td>
<td>14.484</td>
<td>1.08</td>
</tr>
<tr>
<td>pyridine</td>
<td>13.365</td>
<td>1.07</td>
</tr>
<tr>
<td>pyrazine</td>
<td>13.534</td>
<td>1.07</td>
</tr>
<tr>
<td>pyrimidine</td>
<td>13.549</td>
<td>1.07</td>
</tr>
<tr>
<td>1,2,4-triazine</td>
<td>13.725</td>
<td>1.07</td>
</tr>
<tr>
<td>s-triazine</td>
<td>15.221</td>
<td>1.08</td>
</tr>
<tr>
<td>universal parameters</td>
<td>13.928</td>
<td>1.073</td>
</tr>
<tr>
<td>Breitfussin A</td>
<td>12.413</td>
<td>1.07</td>
</tr>
<tr>
<td>C60</td>
<td>13.491</td>
<td>1.07</td>
</tr>
<tr>
<td>8-hq tetramer</td>
<td>21.826</td>
<td>1.12</td>
</tr>
<tr>
<td>8-hq dimer</td>
<td>22.012</td>
<td>1.12</td>
</tr>
</tbody>
</table>

The universal parameters are an average of those obtained for the 6-membered rings including a different number of N atoms (see the top panel of Figure 3. In the case of the 8-hq tetramer (dimer), four (five) intermolecular sites (see Figures S4 and S5) are included in the fitting in order to reproduce accurately the subtle PES for the CO probe on that region.

The counterintuitive N−C asymmetry in the force maps of pyridine described above is also present in the rest of the molecules, and it can be easily explained by examining the corresponding charge density. The N atom, having more valence electrons than the C atoms, has a larger charge density close to the plane of the molecule (second row of Figure 3). However, the charge density of the N atom has a faster decay with the distance than the one of the C atoms, resulting in a smaller contribution to the total charge density at the z = 3 Å plane (Figure 3, third row). At this plane, the charge density accumulates in the C−C bonds because the associated π orbitals decay slower and have greater extension than those for the N−C (and N−N) bonds, making them, and the C sites, more repulsive than the N atom due to the overlap with the CO’s wave function. s-Triazine, lacking C−C bonds, breaks this rule: even at z = 3 Å, the charge densities of the N atoms remain larger (decay slower) than the ones of the C atoms. This is a consequence of the nature of the molecular orbitals, which are determined not only by the stoichiometry but also by the molecular bonding structure. This is most evident in the pyrimidine molecule which has three C atoms with C−C bonds and one C atom without. The latter has the smaller charge density, even compared to the two N atoms (Figure 3), and exerts the weakest repulsive force (Figure S2). This behavior could be difficult to observe in the frequency shift images due the CO tilting but is exposed in the information derived from 3D maps.
Although the N–C repulsive asymmetry seems to be very much dependent on the stoichiometry and bonding configuration, there is a feature that can be associated with the electronic configuration of the N: As in pyridine, the rest of the N heteroatom 6-membered rings’ AFM images have sharper vertices around the N atoms as compared to the C–H groups (Figure 3, bottom row). Far from the plane of the molecule (z = 3 Å), the charge density associated with the N lone pair overlaps laterally more than the C–H groups. This overlap, in turn, originates a repulsive electric field around the N (see Figure S1), is reflected slightly on the SR interaction, and is clearly marked on the ES contribution. The strong SR-ES cancellation leaves a Potential Energy Landscape (PES) whose saddle lines connect past the N atoms and deform the hexagonal symmetry of the molecules. The tip tilt, which emphasizes the saddle lines of the PES, highlights the asymmetry of the charge density around the N atoms. These features, which depend on subtle details of the total charge density, are hard to capture with a pairwise description of the SR interaction. Thus, both the 3D force maps and the sharper vertices disclosing the location of the N atoms in the AFM images provide a fingerprint for the studied molecules.

**Bond Order Discrimination: C60 Molecule.** Our method is able to pick up differences in the order of covalent bonds directly as a collective property of the charge density. We demonstrated this on the Buckminsterfullerene (C60), a molecule with 20 hexagons and 12 pentagons with C atoms on each vertex (see Figure 4a). The structural asymmetry of the C arrangement induces alternating single C–C bonds at the links between two hexagons (h) and double C–C bonds at the links between hexagons and pentagons (p).

DFT force curves on a C atom, a single bond (p), a double bond (h), and the center of the hexagon (CTR) were used to determine the two parameters defining the SR interaction in the model. Figure 4b shows a comparison between the model (circles) and DFT calculations (lines). The minimized parameters, \( V_0 = 13.491 \text{ [eV]} \) and \( \alpha = 1.07 \), are again very close to those found for the molecules discussed in the previous section and reproduce extremely well the DFT results (with a RMSE = 6.6 pN). Already from the force spectroscopy (Figure 4b), it is clear that the double bond exerts a greater repulsion on the probe than both the C atom and the single bond, with the least repulsive site at the center of the hexagon.

The static force maps at \( z = 3.2 \text{ Å} \) (Figure 4c) confirm that the higher repulsion of the h position is distributed along the whole bond (line joining the C atoms), breaking the hexagonal symmetry and leading to an image with triangular shape with vertices on the h positions. Although there is a strong cancellation between the SR and ES interaction, the former is clearly responsible for the shape of the static map. However, the ES interaction induces lateral distortions to the saddle lines of the PES created by the SR. The relaxation of the CO probe (last panel in Figure 4c) highlights the saddle lines in the PES and shortens the distance of the double bond compared to the single bond. Although the tilt slightly saturates the total force along the bonds, the h position remains more repulsive than the p position. This can be clearly seen in Figure 4d where profiles at \( z = 3.2 \text{ Å} \), going from the p to the h position, are plotted for the two cases: the CO probe kept fixed (static) and allowed to tilt (relax). The asymmetric shape of the C60 image is not only due to the Pauli repulsion: apparent bonds are shifted outward from the center by the ES forces, enhancing the difference in the apparent distances (see Figure S3).

These results are fully consistent with the experimental discrimination of bond orders on the C60 molecule and prove unambiguously that the SR contribution, through the charge density of the sample, is crucial for the discrimination. Bond order discrimination and the sharper vertices leading to chemical identification within a molecule described above are inextricably linked to the subtle spatial modulation of the sample charge density and, thus, cannot be naturally captured with pairwise descriptions of the SR interaction. In order to reproduce the bond orders or differences between the same chemical specie in different molecular environments, they have to either increase the number of parameters, including for example extra ghost atoms, as we did in our previous DFT-
Imaging H-Bonds: 8-hq. Given the success of our model in reproducing and explaining the subtle contrast associated with the bond orders in terms of the total charge density, we tackle the controversy regarding the origin of the intermolecular features observed when imaging molecules that support H-bonds.\textsuperscript{3,9,12,13,15,25,30,31}

To this end, we study the 8-hydroxyquinoline (8-hq) tetramer.\textsuperscript{3} First, we will demonstrate that, by giving weight in the fitting to the intermolecular region, our method is able to reproduce the DFT tip-sample interactions in those areas. In order to fit the two parameters ($V_0$ and $\alpha$) that describe the SR interactions, we have included several sites that we would use to describe an isolated 8-hq molecule (on top of the O, N, C, and H atoms, the middle of the O–C bond, and the centers the rings) plus four additional sites in the intermolecular region: two sites along H-bonds and two sites between H-bonds (Figure S4). Our model with the fitted SR parameters ($V_0 = 21.826$ [eV], $\alpha = 1.12$) provides an excellent description (RMSE = 4.7 pN) of the DFT force curves (Figure S5), both in the intra- and intermolecular regions. In particular, it reproduces an energy profile along a line transverse to H-bonds (Figure S6c) with an accuracy better than 1 mV. Our simulated AFM image for the 8-hq tetramer (including the CO tilt) clearly shows the silhouette of the two rings and the OH group of each molecule, as well as the intermolecular features associated with the H-bonds (Figure S5a). These features are fainter than the lines highlighted by the CO tilt across the aromatically bonded atoms. These results are consistent with experimental images.\textsuperscript{3}

To explain the origin of the intermolecular features observed in the experiments, we first examine the charge density of the sample. Figure 5c presents a slice of the charge density at a plane $z = 3.04$ Å above the hq-8 tetramer. Areas of larger charge density can be observed along the zones joining the molecules through the lines connecting O, N, or C atoms. It is important to notice that these are precisely the lines O···O, O···N, and N···C that show up in the AFM image (see Figure S6a) and not the ones joining the H’s with O or N atoms. The important question is whether they are due to the charge redistribution that occurred in the formation of the H-bonds or they simply reflect the sum of charge densities of the isolated molecules.

To discard the thesis of direct H-bond observation in HR-AFM, we compared images obtained with our model for the 8-hq tetramer (Figure 5a) and for a fictitious system where the charge density of the four molecules was obtained from DFT calculations for four isolated molecules and then added together (Figure 5b). The proximity of the two molecules marked by a rectangle in Figure 5e, with an O–H···O distance of $\sim 1.7$ Å, induces a non-negligible charge redistribution (see Figure S7). This redistribution is not only happening at the molecular plane ($z = 0$)—a region not accessible to the CO probe—but also at the height where the CO is placed, $z \sim 3$ Å, where, in fact, electrons are expelled out from the intermolecular area (see Figures S6b and S7). Consequently, the effect of the charge redistribution would be to make the interaction with the CO slightly less repulsive (Figure S6c). However, this effect does not reflect in the AFM image (see the force gradient profile in Figure S6d). Figure 5b shows the simulated AFM image of the fictitious system formed by the sum of the four isolated molecules. There are not appreciable differences with the image of the real 8-hq tetramer (Figure 5a).

So far, we have focused on the intermolecular area where the charge redistribution associated with the formation of the H-bonds is more important. It is significantly smaller, <5%, in other areas where molecules are not so close. This is also the case for an 8-hq dimer (see Figures S4 and S8), where the H-bond distance is much larger, $\sim 2.8$ Å, and the intermolecular features are less pronounced due to the large separation, which...
Reducing the overlap of the charge density of the molecules. At the height where the probe is placed, the charge density in both the tetramer and the dimer is controlled by the more delocalized molecular orbitals that extend into the intermolecular region (see Figure 5c,d). Thus, the features in the intermolecular region are induced by the same charge density that is responsible for the intramolecular contrast through its spatial decay in the outer regions of the molecule. In summary, our results conclusively show that the charge redistribution has, if any, a very minor and certainly unexpected role. In the 8-hq tetramer, it would tend to reduce the contrast of the interatomic features, as the redistribution leads to a reduction of the electronic density at the intermolecular areas close to the probe.

**Can the Model Deal with Many Different Chemical Species and Nonplanar Geometries? Universal Parameters.** After the success in reproducing the intra- and intermolecular contrast for aromatic molecules including C, N, and O and the bond order in C_{60}, it seems natural to consider the performance of our model for more complex atomic geometries and a larger number of different chemical species. To this end, we examine the Breitfussin A (BfA) molecule (see Figure 6a), a halogenated natural product that contains six different chemical species (including the halogens Br and I) and whose structure has been determined with the assistance of AFM experiments. BfA has a polar charge distribution and adopts a nonplanar geometry upon adsorption on a metal substrate, due particularly to the CH_{1} group, what makes it an ideal candidate to test the capabilities of our model. In order to simulate the HR-AFM image, the atomic positions of the molecule were obtained by relaxing the molecule on top of the Cu(111) substrate used in the experiments (see Section S1 in the Supporting Information for details). DFT calculations for the tip–sample interaction on top of atoms of the different chemical species, the middle point of the bonds, and the center of the rings were used to parametrize the model. Figure 6b shows the excellent agreement between the DFT forces (lines) and the ones produced by the model (circles) for a representative subset of these sites. The simulated force gradient (proportional to the frequency shift, Figure 6c) is strikingly similar to the experimental images, showing the CH_{3} as the brightest feature, the faint silhouette of the rings, and an elongated oval around the I atom. However, because the molecule is kept frozen in the simulations, the repulsion of the CH_{3} group is overestimated, reducing the overall contrast on the rest of the features.

The results for BfA confirm that our proposal to describe the SR interaction is capable of dealing with different chemical species and atomic geometries with no need to account for them explicitly in the formulation. Whereas our pairwise SR model based on Morse potentials would need at least 18 parameters (3 × the number of species) to reproduce the tip–sample interaction, the model retains DFT accuracy with only two parameters irrespective of the number of species. Furthermore, the SR parameters fitted for this complex molecule (V_{0} = 12.413 [eV] and α = 1.07) are very similar to the ones obtained for the molecules considered in the previous sections (see Table 1).

This striking similarity suggests the possibility of using the same universal V_{0} and α parameters on all the molecules, eliminating the need for the computationally costly SR fitting. Moreover, for a given tip, ρ^{\text{sample}} only needs to be calculated once, and the model would only require the ρ^{\text{sample}} and φ^{\text{sample}} of the isolated sample. With this perspective, our method requires the same computational effort as in the Tersoff-Hamann approximations used to simulate scanning tunneling microscopy (STM) images—where ρ^{\text{sample}} is the only required ab initio input for a calculation—but retains DFT accuracy in the description of HR-AFM images. To test this possibility, we have revisited the N heteroatom 6-membered rings and simulated images using the universal parameters V_{0} = 13.928 [eV] and α = 1.073 obtained by averaging the SR parameters for all of these molecules. Figure S9 shows a comparison of static force vs distance plots and static force maps simulated using system-specific parameters and universal parameters for benzene, pyridine, and s-triazine. The force curves obtained with the universal parameters agree quantitatively with the DFT calculations: The average of the RMSE for all of the 6-membered rings increases from 7.3 pN when using the system-specific parameters to just 12.0 pN with the universal parameters. Likewise, there are no appreciable differences between the static force maps obtained from the two sets of parameters. The same results are obtained for the 8-hq tetramer and dimer (see Figure S8), where the system-specific parameters, fitted to reproduce the subtle features in the intermolecular region, deviate more from the universal parameters. While α deviates less than 5% from the values used for the rest of the molecules studied in this article (see Table 1), a significantly larger V_{0} is needed in order to reproduce the subtle PES in the intermolecular area (see Figure S8). Nevertheless, this combination of parameters does not spoil

![Figure 6](image-url)
the description of the intramolecular contrast. These results support the ability of our model with universal parameters to simulate HR-AFM images and to describe the SR interaction between the sample and closed-shell probes with DFT accuracy.

CONCLUSIONS

We have developed an efficient method to simulate HR-AFM images with DFT accuracy that only requires two independent \textit{ab initio} calculations for the tip and sample to determine the corresponding charge density and electrostatic potential. Our approach decomposes the total interaction into ES, vdW and SR contributions and accounts for the mobility of a flexible probe. The SR component is calculated from the overlap of the charge densities of the tip and the sample with a functional form that only has two parameters, that are essentially universal, independent of the number of different chemical species and the complexity of the bonding topology, including nonplanar geometries. Our model describes with high accuracy both the intra- and intermolecular features in HR-AFM images and links them with the spatial decay of the charge density into the area where the tip is placed.

Using this method, we have contributed to three of the main open issues in HR-AFM imaging. Our study of 6-membered rings with different numbers of N substituents has shown that the molecular images are very sensitive not only to the stoichiometry of the molecule but also to the bonding structure, with the most repulsive regions being located either on the C or the N atoms. This dependence on the chemical environment precludes a simple extension of the approach used for the chemical identification of reactive tips. However, our results show that the combination of 3D force maps with certain features in the 2D images, like differences in the vertex structure that are highlighted by the CO tip, can be used for the chemical identification of small molecules and specific groups of atoms or moieties within a complex system. These properties emerge from the electronic structure of the molecule and act as a fingerprint of the associated molecular charge density. They provide a method in the definition of a protocol for a complete identification of the structure and composition of molecular systems.

Our AFM simulations on C60 not only reproduce the experimental images but also pinpoint the SR as the crucial interaction for the bond order discrimination, which is enhanced by the ES lateral forces. Lastly, we settle the controversy present in the literature regarding the mechanisms that are responsible for the imaging of the intermolecular features. The charge redistribution associated with the formation of the H-bond is, usually, small and mostly localized on the molecular plane. But, even in cases where it is not negligible and distorts the total charge density in the areas accessible to the CO tip, it does not significantly modify the AFM image. This leaves the overlap of the wave functions of the atoms that are involved in the H-bond as the source of repulsion that generates a PES whose saddle lines are highlighted by the mobility of the probe. Thus, it is the intrinsic structure of the PES, controlled by the spatial decay of the charge density, that leads to the appearance of the intermolecular features in NC-AFM images.

METHODS

We have developed a new approach to simulate HR-AFM interaction-decomposed images that is based on the total charge densities of the tip and the sample, \( \rho_{\text{tip}} \) and \( \rho_{\text{sample}} \) and the electrostatic potential of the sample \( \phi_{\text{sample}} \), obtained from two independent \textit{ab initio} calculations. The method is computationally efficient, has only two parameters (that are essentially universal), and retains DFT accuracy in the description of the tip–sample interaction. Following our previous model,\(^{11,12}\) the tip–sample interaction is decomposed into electronic (ES), short-range (SR), and van der Waals (vdW) components, while the mobility of the probe is accounted for through a restoring harmonic potential.\(^{13}\) For a given tip’s initial position \( \vec{R}_{\text{tip}} \), the probe’s relaxed coordinate is obtained by minimizing the potential

\[
V(\vec{R}_{\text{tip}}, \theta, \varphi) = V_{\text{ES}} + V_{\text{ES}} + V_{\text{vdW}} + V_{\text{SR}}
\]

with respect to the tilt polar \( \theta \) and azimuth \( \varphi \) angles.

The ES, vdW and tip tilt potentials are calculated with the same functional form used in our previous model.\(^{11,12}\) The ES interaction is computed from the overlap of \( \phi_{\text{sample}} \) and \( \rho_{\text{sample}} \). Notice that \( \phi_{\text{sample}} \) includes the ES potential of both sample electron clouds and ions, while \( \rho_{\text{tip}} \) is the total charge density of the tip, including both electrons and ions. Therefore, the total ES interaction is

\[
V_{\text{ES}} = \int \rho_{\text{tip}}(\vec{r}, \vec{R}_{\text{tip}}, \theta, \varphi) \phi_{\text{sample}}(\vec{r}) \, d\vec{r}
\]

The vdW interaction is obtained using Grimme’s DFT-D3 approach\(^{56}\) and the probe’s tilt energetic penalty \( V_{\text{SR}} \) through a restoring potential. For the CO tip with polar symmetry, it has the form of a torsion spring

\[
V_{\text{SR}} = \frac{1}{2} \kappa \theta^2
\]

A spring constant \( \kappa = 0.01 \text{ Ha}/\text{rad}^2 \) seems best to reproduce experimental results.\(^{11-14,58}\)

Here, we take a new approach to the SR interaction and use a description based on the charge densities of the tip and the sample that put this interaction on equal footing to the ES interaction. With the separation of the interaction given in eq 2, the SR contribution is basically originated by the Pauli repulsion in the tip–sample distance range relevant for the experiments. We have incorporated the charge density of the tip into the idea proposed by Moll et al.\(^{20}\) that the Pauli repulsion is proportional to a power of the charge density of the sample\(^{20}\) by calculating the SR as a function of the overlap of \( \rho_{\text{tip}} \) and \( \rho_{\text{sample}} \):

\[
V_{\text{SR}} = V_0 \left( \frac{\rho_{\text{tip}}(\vec{r}, \vec{R}_{\text{tip}}, \theta, \varphi) \rho_{\text{sample}}(\vec{r})}{\rho_{\text{tip}}(\vec{r}, \vec{R}_{\text{tip}}, \theta, \varphi) + \rho_{\text{sample}}(\vec{r})} \right)^\alpha \, d\vec{r}
\]

The two SR parameters, \( V_0 \) and \( \alpha \), can be fitted with input data coming from DFT force curves of the most relevant sites of the sample. This functional form provides an excellent description of the DFT results with two parameters that are essentially universal (see Table 1), independent of the number of chemical species and the bonding topology.

An isolated CO molecule was used as a model for a CO-functionalized metal tip. In these tips, the metallic cluster is separated by \( 3 \) Å from the imaged molecule and does not contribute toward the SR interaction contrast. Due to its long-range character, the vdW contribution of the metallic cluster provides negligible atomic contrast. This is also the case for the ES interaction, where only features with a large spatial separation compared with the interatomic distance will be resolved. A metallic tip generates an electric field, that can be well described by a positive electric dipole at the tip apex, with a large spatial extension that averages out the ES contributions of charges that vary on the atomic scale.\(^{11}\)

Our new approach provides a realistic, accurate description of the HR-AFM images and offers insight into the nature of the interaction between a closed-shell tip and the sample, using as the main input data only 3D scalar fields: \( \rho_{\text{tip}}, \rho_{\text{sample}} \) and \( \phi_{\text{sample}} \). We have calculated these magnitudes using the VASP\(^{59}\) code, but they can be easily
accessed from all the standard DFT packages with a single, fast calculation. Our DFT calculations were carried out with the projector augmented-wave (PAW) method implemented in VASP, using the PBE exchange and correlation (XC) functional \(^1\) supplemented by vdW DFT-D3. \(^2\) We have used a 600 eV plane-wave cutoff and a 10\(^{-6}\) eV accuracy for the electronic self-consistency loop (see Section S1A in the Supporting Information for details).

Regarding the AFM calculations, a 2D energy map is obtained by evaluating the tip--sample potential (eq 2) on a grid (see Section S1B). Force maps are calculated from the first derivative with respect to the z direction of eq 2 and, in the small oscillation regime, frequency shift maps from the second derivative.\(^3\)
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